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ABSTRACT

This study applies Bayesian approach in estimati®yv-Keynesian Dynamic
Stochastic General Equilibrium (NK-DSGE) models Tdrailand, focusing on identifying
and analyzing the impacts of monetary policy. ThE-DSGE models, designed to
incorporate frictions observed in the real worlde aapable of showing the non-neutral
responses of real variables to a shock in shamt-iaterest rate. In particular, the output,
private consumption, and private investment exgenes display responses consistent with
theoretical prediction and empirical findings fr&fAR models.

Unlike calibration which fixes the model parametatsspecific values, Bayesian
estimation allows for uncertainty in parameterduea through the use of priors and seeks
to draw their posterior distributions. The posterstimates of the behavioral parameters
and structural shocks in the models provide insighit the economy as well as the
characteristics of the monetary policy. With thdécakation of marginal likelihood, we
identify the set of model-improving frictions, aatso compare the empirical performance

of competing models for Thailand.



EXECUTIVE SUMMARY

Understanding how the monetary policy affects tbenemy is critical in policy
formulation and assessment. In order to obtain $wfctmation, this study performs the
Bayesian estimation of DSGE models for Thailandpleasizing on analyzing the dynamic
impacts of a monetary policy shock on a set offk@groeconomic variables.

The overarching framework by which we carry outdinalysis is based on the New
Keynesian family of the DSGE models. The NK-DSGEdeie are developed by taking
into account the real world’s imperfection andtioas, allowing for non-neutral responses
of real variables to a monetary policy shock. Altgb price stickiness is regarded as an
important source of monetary non-neutrality, we atidy the inclusion of other forms of
nominal and real frictions in the economy.

Our methodology relies on the Bayesian approagiatametize the DSGE models.
Combining the data and the priors, the posteridimases offer insights on the deep
parameters inside households’ and policymakerssaets as well as the characteristics of
the exogenous shocks. By calculating the margikalihood, which measures the model
fit in terms of out-of-sample predictive power, tBayesian approach also provides us with
a basis for model comparison, allowing for sengijtignalysis and model fit test.

Our findings resonate a confirmation with theomtiprediction and empirical
findings from VAR model. In particular, the outpyirivate consumption, and private
investment expenditures are shown to negativelpoms to an increase in short-term

interest rate, though with peak effects at diffelags. Investment is identified as the most



responsive component of GDP to the monetary podicgck. Based on the marginal
likelihood measure, we identify the list of frictis which improve the model performance.
We also carry out forecast performance assessnmehfiad that a medium-sized DSGE
can compete with statistical BVAR models of differéags in explaining the dynamics of
Thai data.

The brief outline of the following chapters is adldws. Chapter 2 describes the
economic structure and the conducts of monetarycyah Thailand, forming the
contextual basis for understanding the rationatlederlying the model specifications and
the result interpretations in the subsequent chapgidapter 3 presents our estimation of
the parsimonious specification of a DSGE modelofeihg the work by Ireland (2004).
With the only friction in terms of the price stiddss, we show that the monetary policy
impact on real output is significant. Details oé tBayesian estimation and its advantages
are also discussed.

To investigate a bigger picture and greater de@hhpter 4 uses a medium-sized
DSGE model as proposed by Smets and Wouters (2@€7YJrictions in both nominal and
real variables, including price and wage stickinegsabit formation in consumption,
investment and capital utilization adjustment coatthough the monetary policy shock is
estimated to be small, its impacts on real varglde seen from the impulse response
functions and variance decompositions cannot toovwerlooked. Sensitivity analysis is
performed to check the significance of the frici@nd forecast performance comparison is
also undertaken between the DSGE and BVAR mo@Hapter 5 offers the concluding

remarks, drawing lessons learnt and recapitulaamthe important findings.
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CHAPTER 1
INTRODUCTION

Monetary policy is an important macroeconomic poltool with far-reaching
impacts on the economy. Given its weighty implicasi, understanding the manners by
which the monetary policy affects the intended afales is crucial in policy formulation
and assessment. In this study, we explore the uBayesian methodology in estimating
New-Keynesian Dynamic Stochastic General EquilioriNK-DSGE) models for
Thailand, focusing particularly on identifying amatalyzing the dynamic impacts of the
monetary policy.

In particular, we aim to show the effect of theltt@nal interest rate channel on the
key real variables, namely output, consumption, iamdstment. The estimation of the deep
parameters inside the model structure also providewith additional insights regarding
the behavioral patterns and decision considerataneconomic agents as well as the
exogenous shocks.

In the simple yet powerful framework of IS-LM, theffect of an exogenous
monetary policy shock takes place in a shift ofltMecurve. The analysis pays attention to

the results of the shock on the key variables:résterate and output. Theoretically, an



expansionary monetary policy shock, equivalentlygatward shift in LM curve, would
entail a lower interest rate and a larger outpua DSGE framework, where a larger set of
variables interact based on behavioral equatidresjrituition of monetary policy analysis
remains mostly the same but with greater tracaglaihd explanatory power.

NK-DSGE models have been recognized as a befitoog for monetary policy
analysis given their coherent theoretical framewwrlshow the real impacts of monetary
policy shock as well as their fit to data (Chrisbaet al, 2011). The strong theoretical
support of DSGE models builds on the microecondimumdation of general equilibrium
framework where all economic agents in differentt@es simultaneously optimize their
decisions given respective constraints. The Newrgsian family of DSGE models
featuring a set of real world’s imperfections istmalarly apt to account for the non-
neutrality of monetary policy, a conclusion conyra the prediction of the RBC literature.

Our methodology, the Bayesian estimation, combthesstructural model with the
data and the initial beliefs regarding the paramsetgriors). Unlike the calibration
approach which fixes parameters at specific valtles,Bayesian method allows for the
uncertainties surrounding the parameters values sseks to obtain their posterior
distributions. It also provides a measure of mditlein terms of the calculation of marginal
likelihood, which allows researchers to comparéedént model specifications.

Based on the above framework, this dissertationdes on the following questions:
(1) To what extent monetary policy can influence thhai real economy under the
estimated NK-DSGE framework? (2) For Thailand, ekhkind of frictions is model-

improving, which one is not, and to what extentd dastly (3) How the forecast



performance of the estimated DSGE model standsnmparison with statistical tools such
as BVAR models? The answers to these three questpmesent our contributions.

From the estimated NK-DSGE models in both chap8i@nd 4, we show that
monetary policy has a non-neutral impact on the k@groeconomic variables. From the
forecast error variance decompositions, interet# snock accounts for between 7-11
percent of fluctuations in the real variables o#tee medium term. Impulse response
analysis also shows the distinct responses amomtguto@and its components, in both
magnitude and time dimension. Private investmemdestified as the most responsive to
monetary policy, with a decline threefold largeanhthat of the output and the longest lag
of six quarters.

Frictions and rigidities are important ingredieatshe NK models; however, which
friction is important for the model and to what extt require a deeper investigation. We
perform an exercise to identify the impacts of ghiog individual friction on the model’'s
performance. Exclusion of certain friction actyathproves the model forecasting power.
The results not only validate the choice of frinBoincluded in the estimated model, but
also offer valuable information for future modellders.

In order to stress the importance of model fit &bagl this study provides the first
formal comparison of forecast performance of the DIBGE models with that of Bayesian
Vector Autoregressive (BVAR) for Thailand, alongethame line with Smets and Wouters
(2007). BVAR models, without imposing theoreticastrictions on the relationships among

variables, are widely accepted as a leading statigbol that offers superior description of



the data. If the NK-DSGE specifications can competa the BVAR, there is no need to
compromise between sound theoretical restrictioiiste model’s predictive power.

The brief outline of the following chapters is adldws. Chapter 2 describes the
economic structure and the conducts of monetarycyah Thailand, forming the
contextual basis for understanding the rationaledetlying the model specifications and
the result interpretations in the later chapt€iapter 3 presents our estimation of the
parsimonious specification of a DSGE model basedhenwork by Ireland (2004). With
the only friction in terms of sticky prices, we shthat the monetary policy impact on real
output is significant, and that there is an impatrtale for additional frictions in the model.
Details of the Bayesian estimation and its advadage also discussed.

To investigate a bigger picture and greater de@hhpter 4 uses a medium-sized
DSGE model as proposed by Smets and Wouters (20iff)a set of frictions in both
nominal and real variables, including price and evagjickiness, habit formation in
consumption, investment and capital utilizationugtinent costs. Although the monetary
policy shock is estimated to be small, its impaats real variables in the model are
important. Sensitivity analysis is performed to dh¢he significance of the frictions and
we also show that the DSGE model has a competitvecast performance against
different specifications of purely empirical BVAR aglels. The dissertation ends with
Chapter 5 which concludes by drawing lessons learnt andpiadating on the important

findings.



CHAPTER 2
THAILAND'S MACROECONOMIC OVERVIEW
AND MONETARY POLICY

This chapter offers a portrayal of the country'somomic development and
structure as well as the overall framework of thenstary policy, forming an important
building block to facilitate our analysis and resaoterpretations in the subsequent chapters.
Section 1 takes a look at the breakdown of the €bhanomy from both the production and
expenditure sides, identifying the key componeiithe GDP. The behaviors of the other
key macroeconomic variables such as price and wegalso examined. Section 2 narrates
a brief history and current practice of the BankTbiland in navigating the monetary

policy directions, focusing on its mission, targetid policy instrument.

1. Thai Economic Overview

The Thai economy has weathered through two majon@nmic crises in the past
twenty years. Figure 2-1 shows the developmenteaf output and price level between

1994 and 2014. Before the Asian Financial Crisi$987, the Thai economy had enjoyed a



period of amazing expansion, registering annualvtroates as high as 9 percent per year.
The debacle of the bubble burst brought to lighakmesses in many sectors, resulting in a
deep recession for the crisis years of 1997-19%&r&vthe economy went through a major
restructure and recovery. During 2000-2008, Thdilamintained an average growth of
about 5 percent per year. The second economiesgssttame in 2009, resulting from the
deteriorating impacts of the Global Financial (Sutne) Crisis, where the country
observed a notable decline in exports and subdorfidence.

For the entire year of 2014, the nominal amounGBP at current prices stood at
12.1 billion baht (or 0.35 billion USD at the exalge rate of 34baht/USD). In general, the
inflation, defined as changes in headline ConsulRrere Index (CPI), shows movements
that are in tandem with the output fluctuationszept for during the period of 1997-1998,
where the currency devaluation induced the risemiport prices which then transmitted
into the domestic price levels. Over the two desatiee economy grows at 3.8 percent per
year, and headline inflation at 2.6 percent per.yea

Figure 2-1 Real GDP Growth and Headline InflatiG#®{)
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Supply Perspective

In order to see the decomposition of the Thai eoonpoFigure 2-2 displays the
average sharésf different industries relative to real GDP. Frane production side, the
Thai economy is characterized mainly by the marufagy, agriculture, trade as well as
transports and communication industries, togetleownting for about three-quarter of
total output. Hotels and restaurants, financiatnmediation, construction and real estates,
and utilities (electricity, water supply, gas, etontribute the additional 15 percent share of
GDP. Others sector, which provides the rest ofdi@gnt share of GDP, consists mainly of
other forms of services such as education, heald @nd public administration. Within the
manufacturing industry, which alone accounts fon@dt 40 percent share of GDP, the key
outputs include electronic products, petroleumitilex and foods, as implied by the

weights of the Manufacturing Production Index (Mpuiplished by the Bank of Thailand.

Figure 2-2 Decomposition of GDP by Industries
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Demand Perspective

Figure 2-3 shows the dissections of the Thai ecgnbased on main expenditure
components. Private consumption expenditure (PGEbyi far the largest GDP item,
accounting for more than half of the total outg@ibmbining the private consumption and
investment spendings, the total share of privattoseeaches almost 70 percent of GDP.
The shares of public sector and the net exportth@wother hand, stand roughly the same at
15 percent of GDP respectively. Changes in inveedoand Statistical discrepancies are
negligible at 1 percent share each.

Within the PCE, the major components are non-deragnsumption (food and
non-food) and services, together representing abthuee-quarter of household
consumption. On the other hand, durable and senaibii consumptions account for the

rest of 25 percent of PCE. (Dacharux, 2012)

Figure 2-3 Decomposition of GDP by Expenditures
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Prices

The most prevalent and well-understood measumefall price level in Thailand
is the Consumer Price Index (CPI), tracking thegwiof key items in the consumer basket.
Another important measure is the GDP deflator whgltalculated as a ratio between
nominal and real GDP. Despite the differences imponents and compilation methods,
the CPI and the GDP deflator trace almost exadtly $ame trend, as shown in the
Figure 2-4. The headline inflation, calculated las thange in CPI, grows at the average
rate of 2.6 percent during the period 2001-2014flation hiked up in 2008 as a result of
record-high oil price in the world market, befoking a deep plunge in 2009 as the
adverse repercussion from the Subprime crisis slod@vn the global economy. Since
then, inflationary pressure remains low due toeswftl demand as well as the increase in

oil supply from the innovation in shale oil prodioct.

Figure 2-4 Prices and Monthly Wage for the Wholadtiom
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Labour Force

The National Statistical Office (NSO) carries ouablbur Force Survey on a
monthly basis. For the last quarter of 2014, Tmailaad a total of 55 million persons aged
15 years old and over. A fraction of this numbenasg considered to be in the labour force
due to their undertaking in non-professions sucstady or household work.

Thai labour force, thus, stood at 38.5 million pe&s of which 99.1 percent were
employed. Among the employed persons, about 3€epework in the agriculture sector,
while the rest, about 25 million persons, workhe hon-agriculture sector which includes
manufacturing, trade, hotels and restaurants, amdtaction. This picture is consistent
with the GDP by industries as shown above. On therdhand, at the end of 2014, there
were 0.24 million unemployed persons, or approxatyad.6 percent of the labour force, as
shown in Figure 2-5.

Figure 2-6 displays the development of the averagathly wage for the whole
kingdom between 2001-2014. As evident from therkgthe average wage appears to well
reflect the movement in price level, as indicatgdtie CPI. At the end of 2014, the
monthly average wage stood at about 13,000 balaréamd 390 USD at the exchange rate

34 baht/USD).
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Figure 2-5 Labour Force and Unemployment Rate
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Figure 2-6 Monthly Wage for the Whole Kingdom an@iC
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2. Monetary Policy

From the establishment in 1942 until the outbrebkhe Asian Financial Crisis in
1997, the Bank of Thailand had used the peggedamgehrate regime, mainly to the value
of US dollars. For the additional three years legdb the recovery from the crisis, under
the International Monetary Fund (IMF) program, Taad adopted the monetary (money
supply) targeting to support the economic growtt atability objectives. It was not until
May 2000 that the current regime of inflation tangg was in place.

Under the inflation targeting framework, the cahtbank has a clear mandate in
maintaining price stability, translating into a sia of keeping headline inflation low and
stable in the range of 2.5t£1.5 percent on the dnpasis. Any excessive deviation from
this target in either direction would prompt thentcal bank to issue explanation to the
general public to ensure its transparency and autability in maneuvering one of the
country’s most important macroeconomic policies.

Figure 2-7 Policy Interest Rate and Other MoneykdaRates
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The policy instrument for the monetary policy tdhi@wve its target inflation is the 1-
day repurchase (1-day Repo) rate, as shown inithed-2-5, a short-term money market
interest rate that affects the commercial banksst cof capital and influences the
lending/deposit rates. The change in interest rieisg consumers and investors would
then alter their decisions about current consumpdiad investment, leading to a change in
aggregate demand and the overall price levels. Tmief explanation outlines the
traditional interest rate channel of the monetaslicy’s transmission mechanism. There
are other transmission channels, including crdthhoel, asset price channel, exchange rate
channel, and expectation channel. For more theatdiackground and detail, please refer
to Boivin et al (2011).

In order to formulate an appropriate monetaryqyolihe central bank needs to have
a clear and correct understanding of the currem@unic conditions as well as the outlook
to which the economy is heading. With this demangalicymaking process, the Bank of
Thailand has employed a number of statistical acohemetric models to assess and
forecast the economy. These include the main wosdeh®OTMM (Bank of Thailand
Macroeconometric Model), an estimated semi-strattonodel, a calibrated DSGE model,
among others. For further detail regarding thesdeai®) please refer to subsection 2.3 of

the Chapter 3.

13
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CHAPTER 3
BAYESIAN ESTIMATION OF A NEW-KEYNESIAN DSGE MODEL
AND MONETARY POLICY IN THAILAND

1. Introduction

This chapter studies the use of Bayesian methodssiimating New-Keyesian
Dynamic Stochastic General Equilibrium model foaifénd with the focus on the analysis
of the monetary policy impacts on key macroeconow@dables. In the short-run, the
impacts of monetary policy instrument, the shomtrténterest rates, on real variables are
not neutral.

A large number of studies have been carried outeveloping DSGE models that
are representative of the actual economic andtutisthal characteristics. The DSGE
models have evolved from the perfect world of RBasiness Cycle to incorporate real
world frictions such as those lags in adjustinggsiand production capacities. Following
Ireland (2004), our New Keynesian DSGE model issipaonious, allowing for
monopolistic competition in the economy and featyira monetary authority which adopts

a rule-based framework to decide the direction ohetary policy. The Bayesian approach,

15



which gains increasing popularity and provideshhsis for our estimation, is a useful tool
to uncover the important information regarding deep parameters in the DSGE models as
well as the possibility of DSGE models’ downsidaslsas misspecification.

A brief glance at the results shows that in thelshit&-DSGE with only one source
of nominal rigidity in terms of sticky prices, ancrease in short-term interest rate induces
output measures as well as inflation to declinee Tlon-neutrality of monetary policy
impacts is further confirmed by the variance decosipn of the key endogenous
variables. The Modified model with the inclusionlagged variables performs better than
the Baseline model which is purely forward-lookinggdicating a significant role of
additional frictions in the model.

After this brief introduction, the paper proceetis review the key literature
regarding the development of DSGE models as weadkatoring the international evidence
of DSGE models in monetary policymaking instituitesduding that of Thailand. Section 3
focuses on the Bayesian methods in estimating D8®G#els before the specification of
our DSGE model is described in the Section 4 wiftadicular attention on monopolistic
competition and monetary policy. Section 5 shovesrésults and interpretations, and this

chapter ends with Section 6 of concluding remarks.

2. Literature Review

This section introduces Dynamic Stochastic Gengcplilibrium (DSGE) models,
relevant studies and widespread uses by policymgakstitutions, as well as the particular

role this class of models plays at the Bank of Hmal. DSGE framework has been
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developed along with the progress made in both Nuwgpe Economics and
Macroeconomics since 1970s (Walsh, 2003), staftiogn the theoretical foundation by
Lucas (1972) for the role of money on real econotoythe trailblazing work on Real
Business Cycle models by Kydland and Prescott (L18&& highlighted the importance of
technology innovation, and to the additional focs in the model economy that allow for

the roles of money and other kinds of shocks inNbes Keynesian DSGE framework.
2.1 DSGE Literature: A Brief Review

DSGE models were developed to bridge between agtgegacroeconomic data
and economic principles, based on microfoundatispeeially the optimization which
characterizes behaviors of different sectors inrtielel economy. Before the advent of
DSGE models, researchers and policymakers reliedhentraditional macroeconomic
models, which consisted of relationship equatioaseld on historic data without clear-cut
theoretical linkage. Despite the fitness to datal darecast performance of these
macroeconomic models, the lacking of Economicdestdrehind them could pose problems
in explaining the results coherently.

DSGE literature started with Real Business CyclB@Rmodels before branching
out to imitate more of the real world imperfectioms New Keynesian lineage. The
pioneering work in RBC by Kydland and Prescott @©98ombined Neoclassical growth
and business cycle theories, together with multigge assumption. This allowed the
authors to demonstrate the powerful potential ofnaall dynamic model to recreate
fluctuations similar to that observed in the actdata. This keystone work inspired a vast

number of follower researchers, hugely contributiogthe rise of the RBC models. As
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King and Rebelo (1999) summarize, the RBC modeés ares in which technology
innovations, create and propagate economic fluctosit In other words, only the ‘real’
shocks have impact on output. This class of moasdsimes a perfect world with flexible
prices, perfectly functioning markets, zero fricticcuch that there is no effective role for
monetary policy in affecting the economic outconidse only source of fluctuations in the
economy comes from technology innovations or prading shocks.

An alternative, contending perspective, that théelavis less than perfect, came with
the development of another branch of DSGE modeésNew Keynesian. As Walsh (2003)
summarize, there are 3 key components for whatem® tNew Keynesian models: 1)
Demand side: an expectational IS curve that reptedbe intertemporal decisions of the
households based on Euler equation; 2) Supply sm®iopolistic producers and sticky
prices; and 3) Monetary policy to achieve a targetbjective. , New Keynesian DSGE
models are basically RBC models with additionaluagstions to mimic the real world’'s
institutions and imperfections.

Tovar (2008) summarize that the rigidities that aded to the RBC models often
include frictions of both real and nominal natur&eal frictions are the persistence in
output components such as the habit in consumpmoincapacity utilization in production.
Nominal rigidities usually involve stickiness iniggs and wages which may result from the
presence of adjustment cost, contracts or markletréda. Monetary policy institution is
assumed to aim to achieve policy targets, bringfiregeconomy close to the efficient level.

Combining rigidities in the markets and the present monetary authority, the models
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generate fluctuations from various kinds of shodkst limited solely to changes in
productivity.

Monopolistic competition was first shown to havepwontant impact on how the
fluctuations propagate in the economy. Rotemberd Afoodford (1993) introduced a
novel idea in DSGE modeling at the time by assuntivag firms, instead of being price-
takers in a market of perfect competition, prodddéerentiated goods and thus possess
market power enough to set prices. This alteratifotne traditional assumption resulted in
the rising significance of mark-up shocks in driyithe business cycle, compared to the
exclusive role of technology shock in the stand@BL model.

However, DSGE models with monopolistic competitialone cannot tackle the
pressing question of the impacts of monetary policy real activity, especially the
explanation for co-movement between output andatioih observed in data. Yun (1996)
was one of the pioneering researchers to integratamplete monetary policy analysis in a
DSGE system. By deriving optimizing decisions facle sector, Yun's model incorporated
not only the monopolistic competition and staggaredti-period Calvo-type price setting
behavior which resulted in price stickiness, bwoah representation of monetary policy
through a money supply rule. This allowed him taondestrate a significant impact of
monetary policy shocks on the model economy untiekysprices, a result more in line
with empirics, in contrast to the neutral role seisfgd by flexible-price models.

As pointed by Fernandez-Villaverde (2009), threguneements for non-neutrality
of money in NK-DSGE models for monetary policy ais& lie in 1) monopolistic

competition that induces price rigidity; 2) moneythe utility function; and 3) monetary
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policy rule. In the perfect world of RBC, moneynrsutral. In order for DSGE model to
recognize the role of shocks from sources othem teahnology, some forms of frictions
must be added.

The work by Ireland (2004) provided an inspiratiand basis for this study to
construct a NK-DSGE for Thailand with analyticacés on the role of monetary policy
shocks. In particular, the presence of sticky isemming from monopolistic producing
firms and the monetary authority adopting a fixeskdback rule allowed Ireland to
demonstrate the meaningful impacts of preferenoeks) cost-push shocks, and monetary
policy shocks, in addition to the traditional teology shocks in the RBC literature.
Monetary policy shocks were shown be a key drivievariations in output growth and
inflation. Based on the model’s impulse responaasinterest rate hike of 21 basis points
entailed a decline in output and inflation by 63188 basis points, respectively. This
powerful result corresponded to the work of Chaisti et al (2005) which also documented
a DSGE model with nominal rigidities in prices amgges, along with frictions in
consumption and investment, produced fluctuatianslar to the post-war US data. In
particular, monetary policy was demonstrated taehdynamic impacts on the US economy,
as apparent in the real variables showing humpeshapsponses to monetary policy

disturbance.

2.2 DSGE for Monetary Authorities

We have seen that DSGE has been developed in sueln@er that various kinds of

shocks can be accounted for, and monetary poliocksh appear to be of particular
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attention. Now we turn the discussion to the aaem of DSGE especially among the
monetary policy institutes, together with the sgtas and weaknesses that come with it.
Tovar (2008) reviewed the use of DSGE models irtreébanks around the world to gain
insights of the working of their respective econortiywas recognized that this class of
model was popular among the monetary authoritigsvimg the policy decision framework
a coherent theoretical support. Central banks inaGa, England, EU, Norway, Sweden,
US, Chile, and Peru were among the adopters of D®G#els for analyzing the economy
and policy impacts (Tovar, 2008; Del Negro and $itteade, 2006).

One of the widely cited works is by European Cdridank’'s Smets and Wouters
(2003), who developed and estimated a NK-DSGE mddelthe Euro area. This
comprehensive DSGE model featured a set of 10 shoakging from supply and demand
sides shocks to monetary policy shocks. Given aayaof rigidities assumed for the
economy, the model produced the dynamics as ctoleetreal data as those provided by
the less structured models such as VAR models,emgiven its identification of the
structural shocks, it can serve as a tool for gohnalysis. Another benefit of DSGE
estimation in Smets and Wouters (2003) was thattstral parameters can be obtained, for
instances the extent of price rigidity or the edist governing the decision of labor hours.
Both provided important insights for the Euro aszmnomic dynamism, particularly the
inflation persistence and adjustment in labor miarkée DSGE model also allowed the
authors to draw conclusions about the impacts obua structural shocks through the use

of impulse response functions and variance decoitpos
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Another use of the micro-founded, optimization-thE&&SGE model in monetary
policy analysis was done by Erceg et al. (2006)th&t Federal Reserve Board, the DSGE
model, dubbed SIGMA, was developed to incorporait wvo-country, open-economy
assumptions. By including an array of shocks relewand important in policy questions,
the SIGMA can help analyze the impacts of changeBame country demand, foreign
demand, risk premium, along with fiscal and monetahocks. This was done in
comparison with the results from the large-scalecnoeconomic model (FRB/Global
model), and in the short-run horizon both modeldgoe consistently for most of the
variables, except a few disparities in import pgie@d the output impact of foreign shocks.
However, the DSGE type of model, as the authorseatghas an advantage in analyzing
structural shocks over other types of macroeconanodel as in the DSGE framework
transmission channels of all shocks are spelledleatly.

Despite its strengths in coherent theoretical stpgad popularity among academic
and policymakers, DSGE models are not without weaknAs Tovar (2008) critiqued,
although DSGE models were developed in most cebsnaks, they are not fully integrated
into policy decision framework due to firstly théfitulty in communicating the model and
its results among the policymakers as well as ¢ophblic given its technical complexity
and detailed derivations. Secondly, DSGE modelshagkly stylized and definitions of
variables are crucial, meaning that data maniprais required, such as detrending,
eliminations of structural breaks or outliers, amoothers. Thirdly, the forecast
performance of DSGE models is also still lackingibd the class of less structured models

such as VAR family. And lastly, there is debatgbssibility of misspecification of DSGE
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type of models. The attack comes at the highlyizgl structure of DSGE models with
their strong assumptions about the economy. HowdY8GE proponents, instead, argue
that this class of model can deal nicely with mexsfication given that it includes the
definitions of shocks or disturbances in the systBspecially with the use of Bayesian
techniques, employed in this paper, the concermr avisspecification become of less

importance. (More detailed discussion in the follmyvwsection on Methodology)

2.3 DSGE Models for Thailand

At the Bank of Thailand, DSGE model assists poliaigars in forecasting and
analyzing the economy and impacts of policy chang€&e inform the Monetary Policy
Committee (MPC), three main types of economic medelp to formulate understanding
about the functioning of the economy and the ingpatpolicy decisioh

The first is Bank of Thailand Macroeconometric Mbde BOTMM, which is a
large-scale system of equations representing Tdaaiamy in 4 main sectors: real, financial,
external, and public sectors. Although, thesetimrlahip equations in and between sectors
are “guided by theory”, they are not directly dedvfrom optimization principle. Since
expectation is not explicitly taken into accounttlms type of models, the parameters are
subject to Lucas Critique and thus unbefitting nalgze policy changes. The BOTMM is
estimated by error-correction method. The seconithesSmall Semi-Structural model, a
parsimonious model of behavioral equations desgildihai and foreign economies. This

second model positions itself between the empiR@TMM and the structural DSGE

2 This subsection is based on the explanation geavon www.bot.or.th.
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models, providing “a good blend of theories and ieicgd in a simple and tractable manner
(Pongsaparn, 2008). The model is estimated usingedtan method, allowing for
specifications of prior distributions and shockeywever, since the structure is not derived
from optimizing problems, this second model doesastimate the deep parameters which
govern the economic agents’ behaviors.

The third model is an elaborate New Keynesian DS{ekeloped by Tanboon
(2008). This microfounded DSGE model systematicallycorporates important
characteristics of the Thai economy, replicating thal world that has sticky prices and
wages, habit persistence in consumption, monopaist competitive domestic sector and
world price-taker export sector, capacity-adjusfgduction, as well as functioning
banking sector. Fiscal and monetary policies wementfilated following predetermined
rules. Each equation is obtained from optimizatdecision in the sectors as well as
specifications of shocks. The model was parametizgccalibration, based on careful
selection of stylized facts, input-output tabled asarious econometric models employed at
the Bank. The shocks that perturb the economyisntiodel include 1) Productivity shock;
2) Price shock; 3) Exchange rate shock; and 4) Moyneolicy shock.

Apart from Tanboon (2008) at the BOT, there arew felated research studies
which also adopt the New Keynesian DSGE frameworkrhailand. Aiyar and Tchakarov
(2008) and Amornvivat et al. (2009) Bayesian estiarsemi-structural NK models, along
the same line with Pongsaparn (2008). Again, sthese models are not derived from

optimization problems, the deep parameters areefoted and estimated.
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More relevant to our study are the works by Chuaikamon (2008) as well as Alp
and Elekdag (2012). Chuantantikamon (2008) peroBayesian estimation of an open-
economy DSGE model with sticky prices and habitfation in consumption for Thailand.
He shows that by including the consumption frictida impulse responses track a hump
shape consistent with VAR empirical suggestion. essimate of nominal rigidity also
suggests that the reoptimizing interval of domestice contract is around 3 quarters.
Meanwhile, Alp and Elekdag (2012) estimate an elat@o open-economy NK-DSGE
model, focusing on the counterfactual experimertemthree powerful shocks hit the Thai
economy, namely the 2008 Global Financial Crissswell as the Japan Earthquake and
Thai Flood in 2011. However, neither of these stagirovides a thorough investigation of
the empirical importance of the friction inclusioas well as an assessment of DSGE
forecast performance by comparing it with BVAR migddoth of which will be carried

out in our subsequent sections.

3. Bayesian Estimation

The general choice for working with DSGE modelsbetween calibration and
estimation. Calibration relies solely on inferefficmanm external sources to assign values for
each parameter. This includes micro-level relatips found in existing studies, and
stylized facts. Estimations, on the other hand,enae of the observable data and model to
determine the parameter values, varying from Gdmeth Method of Moments (GMM)

estimation, full-information likelihood function #sation, and Bayesian estimation (An
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and Schorfheide, 2007). The Bayesian estimatiorparticular, combines the data with

assumptions on prior distributions to determinegbsterior distributions for parameter.
3.1 Advantages of Bayesian Estimation

Bayesian estimation has gained popularity among D%3earchers because of a
number of considerations. Estimating DSGE modalsguBayesian approach, according to
Canova (2007), can lessen the usual concerns of ED&tdels, particularly the
misspecifications from the imposition of strongtriesions as well as the possibility of
singular covariance matrix. This hinges on thatdbavation of the posterior distributions
in Bayesian estimation is independent of whether rttodels correctly replicate the data
generating process or not.

According to An and Schorfheide (2007), althouglsspecification can post an
issue for any estimation method, the estimatiorD8IGE models is particularly more
susceptible due to their strong restrictions. Hoave\Bayesian methods of weighing
likelihood function with prior density prevent pesbr density to peak in unlikely ranges.
This weighing process benefits the numerical mazatnon and the Markov-chain Monte-
Carlo (MCMC) methods thanks to the curvature therpradd on to the posterior density
function. Additionally, by choosing to equate thember of shocks and the number of
observable variables to be included in the modw, gossibility of misspecification and
singularity of covariance matrix can be preempted.

Moreover, the Bayesian estimation also facilitdateesscomparison between different
DSGE models. According to Canova (2007), in additio the informal comparison

between the models’ impulse response functiongarebers can also judge the models
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based on the fitness to data. The posterior odds shows the forecasting performance of
different model specifications, and thus this mdtban be used to identify the best model
as implied by the Bayes factor. The following sute® explores on the Bayesian rule

more deeply.

3.2 Bayesian Methods

According to An and Schorfheide (2007), Bayesiamegion of DSGE models is a
mixture of maximum likelihood method and calibratidSGE estimation by means of
likelihood function alone is possible but may letd locating improbable values for
parameters. To prevent this, Bayesian estimatitnodnces the calibration component by
attaching “priors” as weights to the likelihood @tion. The priors act as the guiding initial
guesses around which the algorithms perform sagmginocesses with an aim to trace the
posterior distributions.

The main ideas behind the Bayesian methods arellas/$. According to Griffoli
(2013), Bayesian estimation brings together dath @mors, which represent our initial
beliefs about parameters’ distributions. The dgnsftdata is denoted y(W; |0, M),
equivalent to the likelihood functiof(8,,|¥r, M). On the other hand, the priors enter as
the probability density functions for the parameterctorf,, conditional on the model,
denoted ap(6,,|M). The posterior density of our interest is desctibgp (6| W7, M).

By using the Bayes theorem, the posterior dengity lze expressed as a product of prior
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density and likelihood function, scaled by the nmaafy density function, defined as
p(Wr| M) = feMp(HM;‘Pﬂ M) dOy = ngP(lPHHMJM) * p(Opc|M) dbe .

p(Wr|Oac, M) * p(63, | M)

_ L6y |Wr, M) * p(Oc | M)
Sy, P(Prl05, 70) (62 |M) dBi

The numerator on RHS is called posterior kerne. i.x(0y| Wr, M) =
p(Wr|O0n, M) * p(0|M) , which is directly proportional to the posterioergity
p(6xr| W7, M) of our interest.

Based on the above foundation, when the model ata @h observable variables
are given, the Kalman filter, or other particlddis for nonlinear models, can be used to
calculate the likelihood function. The posteriorre is then a product of the likelihood
function and the priors. By the Metropolis-Hastingethods, the parameter values are
drawn and the accepted values are then used ta pistogram of the posterior distribution.

The following section describes algorithms for Bsige estimation of posterior
distributions, which are based from Canova (200¥) the DYNARE documentation by
Griffoli (2013).

Bayesian Estimation Algorithm

B1l) Rewrite the DSGE model in state-space reptatsen
B2) Specify the prior distributiong (6| M)
B3) Calculate the (log) likelihood functiom L(6,,|¥;, M) using Kalman filter

recursion
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e Calculate log posterior kernel from the likelihoddnction and prior

distribution In k(6| W7, M) = In L(O |WPr, M) + In p(Op | M)

B4) Maximize the log posterior kernel with respexthe parameter vectéy, to find
the mode of posterior distribution
B5) Estimate the posterior distributign8,,;| ¥, M) by means ofMetropolis-

Hastings methods

M etropolis-Hastings Algorithm

MH1) Pick a starting valué,, usually the posterior mode from B4)
MH2) Draw a new candidate valu@;, from a jumping distribution, a Gaussian
distribution with a mean equal to the previous ealu

o J(0716°7H) = R(6"7',cZy)

MH3) Compare the candidate to the previalgae in evaluating the posterior kermrel

i p6T|Yr) k(67| W)
e Acceptance ratiac == o

where k is the product of

likelihood density and prior

MH4) Based on the acceptance ratio,
e Ifr =1, iep(8¥r)=p(6 1 ¥;), accept the candidaté’ = 8* and
update the mean of the jumping distribution in MH2
e Otherwise, accept the candida® & 6*) with probability ¢); reject the

candidate and use the previous vafife= 6t~ with the probability (1r)
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MH5) Repeat MH2-MH4 for sufficient number of rountb construct a histogram of

accepted candidates which represents the postkstoibution of interest

4. Model Specification and Data

This section describes a NK-DSGE model with moniggol competition and
monetary authority, following mainly the versionpéained in Ireland (2004) and Dave and
Dejong (2011), as well as exploring the data useadr estimation with Bayesian methods.
In essence, the model economy consists of 4 seatareely, households, intermediate
producer firms, final producer firms, and a cenbahk. Households own the intermediate
goods-producing firms receiving net profit from itheperation and at the same time earn
labor income by supplying working hours. The intediate goods enter a monopolistically
competitive market, whereas, the finished goodgaipein a perfect competition setting.
The market power of the intermediate goods produe#iows for price setting behavior
and the ensuing resistance to adjust freely. Clebénak infuses the economy with money
and conducts a rule-based monetary policy. Agdimsse 4 sectors, there are 4 driving

forces in our model, namely preference, technoleggi-push, and monetary policy shocks.

4.1 Households

The model economy is populated by households théhsame utility function,

choosing the use of their resource (labor howk, the consumption(t), and the real

money holdings %). Analytically, this aggregate resource allocatiproblem can be
t
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solved at a representative household level, whash dousehold maximizes expected
discounted utility. The following functional fornmetines the utility function:

B 320 Bac In(C) + n(3) = (5)A! ]
The household utility is additive-separable, insreg@ in consumption of final goods and
real money balance, while decreasing in workingrsoall time-discounted by the factor
B: €(0,1). The parameter, represents the exogenous preference shock tcethard for
consumption.

The representative agent is, at the same timeydaeith a budget constraint, where
labor income is generated from supplying labor ises/to intermediate producer firms for
the hourly wagéV,. For each period, the household also collect sfdit incomes from
transfer ;) and dividend B,), distributed by the central bank and the owngrsifi the
goods producing sector. The income, after consur@ingits of final goods at the price
P.in the current period, adds to the household’s twagal the forms of cash ang-interest
bearing bond holdings; andB; respectively), carried over to the next period. Therefore,

the budget constraint takes the form:
B¢
Wihe + Ty + Dy — (r_r - Bt—l) - (My — My_,) = PG,
Formulated this problem into unconstrained dynaméximization, the Lagrangean

equation gives out the following first ordered ciioths (F.O.C.) according to labor hours,

real bond, and real money balances, respectively:

oL n-1_ at (W
on,’ hy = = Ct(Pt) (1)
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4.2 Final Producing Firm

A representative final producer firm acquires aermediate goodYf;), i € (0,1) at
the priceP;; as an input to assemble for finished godd$ \Which, in turn, can be sold at

the market pricé,. Its objective profit function and the producticonstraint appears as

1 .
" = PY, - fo Py Yy di

e di]%)

1
Yy = fo Yie

The maximization problem gives out the first-omtecondition for the demand for
intertermediate goody; . Because the production relies on a constantirdétiuscale
technology described above and the condition thetket for finished goods is perfectly
competitive, the profit will eventually be driverowin to zero. Given the zero profit, the

price indexP; can be expressed as a function of intermediategypacesP;;. This allow

us to write
)
Yie =Y, (Pp_f) ‘ (4)
(%)
Po=[f, P’ i 5)
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From (4), we can identify the degree of price respeeness of the intermediate goods

demand by the parameigy.

4.3 Intermediate Producing Firms

At another end, a continuum of intermediate proddices supply goodsY;) to
the final producers. The intermediate goods arepeofectly substitutable, thus the firms
retaining monopolistic market power. To run theduction, a representative intermediate
producer firms hire labor services from househd@snanufacture output’g) with the
current level of technolog¥,. The intermediate production function is expressed

Yie = Zhye
Meanwhile, the demand for the intermediate goodsymmmetric to the final producer

solution, which is given, again, by equation (4):

Yo=Y (Pp_itt)_et

Since the representative intermediate firm is owhgdouseholds and its market

value dependent on the real divide%’é, the firm maximizes the objective function:
t
I — w ot (@) (Di
I = EoXezo B (Ct) (Pt)
where B¢ (Z—t) indicates the marginal utility from real dividertd the representative
t

household at time t. As a result of sticky prictkg real dividend is not equal to the real
profit as there exists non-zero cost of price adjesit that enters this profit maximization

problem. The real dividend is written as
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D; PitYie—Weh; 0} P; 2
t _ PiYiu—We t__[ t _1] Y, (6)

ra P 2 lwPy_y

The second term on the RHS of (6) shows the coshaiging prices as a function of real
output and the intermediate price, controlled bg frarameterp and the steady-state
inflation 7.

Combining these constraints, we maximize the diviedunction with respect t8;;

to arrive at the following first-ordered condition:
o) 6 = @) T EIE)E) els - e

— BOE, (at+1) (i) (i _ 1) Yt+ﬁ1;’i;tt—1 %

at Crt+1 TPt

If the intermediate firms face zero cost of pricguatment, the second and third terms of
(7) are eliminated such that we can rewrite thst fardered condition that describes the

intermediate goods pricing as

= 2 )

4.4 Central Bank

A rule-based monetary policy characterizes theraebtaink behavior. In principle,
the interest rate response is governed by a sefr@bles, including the output gap and the
inflation differential from the target set by thentral bank (defined as the steady-state

inflation or the long-run average).
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To obtain the measure of output gap, we begin Hinidg it as the differential
between actual and potential outputs. To calcutaepotential output or the output at full
capacity of this economy, we solve the social pdairproblem for an efficient allocation of
resources in the model. The social planner maxisrize households’ utility function of the

form:
© * 1 1 A
EXZoB* [at In(Yy) — (;) (fo hie dl) ]
Note that, in this idealized world, the real momeyance does not enter the utility function

and there is no rigidity in price adjustmet£€ 0). This means the only constraint for the

oy

problem is the final production functionY; = Z, fol h;¢ i

1

Solving this problem, we have the potential outpsit,’ = Z, a, ", and the output

gap can be calculated as:

Xt =57 = T1- (8)

Having all the necessary ingredients, we expressnibnetary policy rule as the
nominal interest rate response to its own lag,itiflation, economic growth, and output
gaps, respectively. Equation (9) shows this in geafnlog-deviation from steady state. The
serial correlation is introduced for the sake dflicating the central bank’s attempt in
smoothing the interest rate movement (Clarida, ,GalGertler, 2000). The parameters

Pr, P Pg» Px Measure the elasticities of the interest rateoresgs to these policy targets.
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The innovatiore,, shows the serially uncorrelated zero-mean mongtaligy shock with

the standard deviatias).. The monetary policy feedback rule, thus, takesfdinm

Tt = prfe—1 + prfly + ngt + px X + &g 9

4.5 Innovations

The driving forces in this model economy, to sumeggrarise from 4 sources.
These include the monetary policy shagk, the preference shock,, the cost-push
shockeg; , and the technology shoak; . All shocks are stochastic, following the
Independently and Identically Distributed Normastdbution with zero mean and its own
varianceajz. The autoregressive processes of preference astepash shocks feature the
lp,| and|pg| < 1. The technology shock, on the other hand, hasitaroot, obeying a
random walk process with a drifi(Z). This necessitates the normalization procedure
described in more detail in the following subseattio

Ertr€atr€ot, €, ~IIDN(0,07); j=1,0,0,2

In(a;) = paIn(a;—1) + &g (10)
In(6;) = (1 — pg) In(6) + py In(6;_1) + €p; (11)
In(Z,) =In(Z) + In(Z,_1) + &, (12)
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4.6 Linearized Model

The next step to linearize the model for estimat@guires us to define a symmetric
equilibrium, where all intermediate goods are id=itsuch that all individual decision is
the same as aggregate one.

Yie=Y; Pu= P; Dy = D¢ hy = hy.

Together with two additional market clearing coimhs, namelyM, = M,_; +

T; and B, = B,_; =0, we can then rewrite the household budget comstrdatuler

equation, and the intermediate firms’ FOC as

ve=cor S5 -1] (13)

aG) =[5 G (14)
o= O Q) efi T3

-9k (52) (a) (- 1) (5) 52 (15)

In order to arrive at the final specification, tfwlowing steps are in order. First,
remove non-stationary component in the model. Bezaaf the unit root in technology

shock €,;), we detrend the variables associated Wijth denoted by variables with lower

case. Note that the rate of output groyth= Yi is also 1(0) by definition. Therefore, all
t-1

following variables are stationary.

Ve

_ G o _Z __ Y _
Z,’

=Zt’

Ve Ct

37



Second, log-linearize the models around steadg stdties. The steady state values
are denoted by variable with upper bar. In steadte soutput, consumption, inflation rate,
interest rate, and output gap are all growing atoastant rate. That iy, =y; ¢; =

C;m,=7; 1, =17, Xy = X, g, = g. Define the log deviation from steady state vadfia
variable x ast; = n(x;) —In(x) = In (%) (Cochrane, 2001), we then can write the

model of 8 linearized equations as follows:

% = Ec(Rer1) = (Fe = Ee(Ren)) + (1 - 0)(1 = po)a (16)
iy = BE(fip41) + YO, — é; (17)
X = Y — wa, (18)
gt = Ve = V-1t 2 (19)
Ay = Pali—1 + €ar (20)
€r = Pebi_1 + Eot (21)
2y = &y (22)

Tt = prfe—1 + prfly + ngt + px X + &g (24)

In the IS curve with expectation (16), the parametstands to replac-;e while in the New

Keynesian Phillip curve (17) the paramet,@t%. The cost-push shock in the

intermediate firm’s FOC is no¥; = % Equations (16)-(24) form olaseline model

The two equations of IS curve (16) and New Keynmes§lhillip curve (17) are both
forward-looking and this could post a problem emsgilty. The macroeconomic data time

series are generally characterized as dependentitsorown lags, featuring high

38



autocorrelation. By not explicity modeled the lagk output gap and inflation, when
carrying out the estimation, we may face the rigkowerestimating certain shocks.
Therefore, we modify thBaseline modeby adding lagged dependent variablgs { and
f:—,) to the RHS of equations (16) and (17), as pragpadse Ireland (2004), in the
following fashion:

R = &g+ (1 — a)E(Rey1) — (fe — Ex(fe41)) + (1 — w)(1 — po)d; (25)

iy = Blagfe—1 + (1 — ap)E;(re1)} + VX — é; (26)

Where the two additional parametgr anda,, govern the degree of the backward-looking
components. We aim to test the importance of bathrpeters with the data, and show the
role the backward-looking behavior plays in thereway and in the overall performance of
the model. Thus, owlodified modetonsists of equations (18)-(26).

Note that with this modification of the theoreticaodel we do not change its long-
run (steady state) path, i.e. the steady statdsedBaseline and Modified model remain the
same. For the IS, the theoretical equation (16icatds that the current output gap, with
other variables constant, relies only on the lamgrocess of forward-looking output gap
(X*:+1).- The modification in equation (25) only implidsat the current output gap adjusts to
the AR(1) process of the weighted average betwkerpast and forward-looking output
gaps, which would converge to only the forward-logk output gap £;,.,) with the

expectation thatr,, = 0.
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4.7 Data

Considering the 5 key variables in the modgld;, §;, V:, X;), only the first three
are observable; namely the short-run nominal isterate {,), the inflation rate#;), and
the output growth ratejf). Output and output gap are not directly calculatethe concern
over the detrending factar.. All the shocks d; , é;, Z;, €+ ) in the model are also assumed
to be exogenous and unobservable.

All data series for Thailand used in the estimatomin logarithmic transformation,
from 1994Q1 to 2013Q4, for the total of 80 obseors. The interest rate is the
quarterly average of interbank overnight lendingesa as published by the Bank of
Thailand. Inflation rater; is calculated from the first difference of GDP ld&dr, and the
output growth ratey, the first difference of real per capita GDP. Bath which are
seasonally adjusted, published quarterly by theodNat Economic and Social Development
Board of Thailand (NESDB). The steady state valeaind which we calculate the log

deviation terms come from the long run averageaesatwer the sample period.

5. Results and Interpretations

This section presents the results and interpretatad the Bayesian estimation of
our NK-DSGEBaselineand Modified models using Thailand quarterly data as described
above. In subsection 5.1, the posterior estimatabeodeep parameters inform us about

some characteristics of the Thai economy and tmelwd of monetary policy. Then we
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turn to examine the dynamic impacts of the fourckkothrough the use of impulse

response functions and the variance decompositiosisbsection 5.2 and 5.3, respectively.

5.1 Priors and Posterior Estimates
The prior distributions as well as the posteriotineation results of the deep

parameters and the four exogenous shocks are edparfable 3-1.

Table 3-1 Posterior Estimates of Baseline and MedifModels

Priors Posterior Mean
Parameters Dist. Mean Stdev Basdine Modified
Lagged x in IS Qy beta 0.50 0.10 - 0.5436
Laggedr in PC a, beta 0.50 0.10 - 0.4507
Discount factor B beta 099 0.01 0.9848 0.9889
Labor supply elasticity w beta 0.33 0.10 0.0081 0.0085
Output gap in PC V) gamma 0.25 0.05 0.3495 0.3243
Persistence: Preferencep, beta 0.50 0.20 0.8948 0.8738
: Cost-push p, beta 0.50 0.20 0.6505 0.4587
Taylor: Output gap Dy beta 0.50 0.10 0.5390 0.6945
. Output growth p, beta 0.50 0.10 0.4789 0.6539
. Inflation Pr gamma 150 0.25 2.7916 3.3689
Stdev of shocks
Preference O, invg 0.10 2.00 2.4929 2.0631
Cost-push O¢,, invg 0.10 2.00 0.0179 0.0180
Technology Oc,, invg 0.10 2.00 0.0306 0.0285
Monetary Policy O¢,, invg 0.10 2.00 0.2271 0.2251
Log Marginal Likelihood 187.85 211.33
Priors

In both theBaselineand Modified modelsthe values for prior means and their

distributions are based on existing studies forifldhd and other countries, as well as
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author’s calculation. The discount raf®) @nd the omegaw( = %) are referred to earlier

works by Tanboon (2008) at the Bank of Thailande Tdiscount rate of 0.99 also
corresponds to the annualized rate of interesthaildand of approximately 4 percent, our
steady state value, while the omega is set to maiiththe wage elasticity of labor supply
of 0.33, as calibrated by Tanboon (2008). Meanwliie parameter psipj, which stands
for the degree to which inflation responds to thange in output gap in equation (17) and
(26), is set to follow a gamma distribution with ane0.25 and standard deviation of 0.05,

following Pongsaparn (2008).

Interest rate rule indicates that central bank phitgher weight on inflation
considerationd,; = 1.5), compared with those for output growth and outpag, consistent
with the current monetary policy regime of inflatitargeting in Thailand. We then follow
Smets and Wouters (2007) who used a harmonizedfsabchastic processes: the four
shocks are described by an inverse-gamma disiibudf the same mean and degree of
freedom. Also following Smets and Wouters (2007 AR(1) processes for technology

and cost-push persistence follow a beta distrilbutith a mean of 0.5.

In theModified modelthe backward-looking components of the IS reta{2b) and
Phillips Curve (26)a, anda,, are assumed to have a loose beta distributidnawhean of
0.5. In the test of their importance, we avoid mgkoo restrictive judgment, allowing the

data to be indicative.
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Posteriors

In order to compare the two models, the last rowalfle 3-1 reports the marginal
likelihood, which measures the model fit in ternisoat-of-sample forecast performance.
The higher value of the marginal likelihood, théteéethe model in predicting the data. The
marginal likelihood can be used as a basis for @ispn across different model

specifications as outlined in Smets and Wouter87{20

Based on the marginal likelihood, it is evidentttiia Modified outperforms the
Baseline model. The marginal likelihood of th#&odified model improves from the
Baselinemodel by 24. This points out that the lagged dpatigap and inflation added in
equations (25) and (26) enhance the model’s exfganpower. Therefore, we will mainly

pay attention to th&lodified modein the following analysis.

From the posterior estimates on #Medified modektolumn of Table 3-1, we extract

the following four interesting aspects about Tharemy and monetary policy.

First, for the Phillips curve, the backward-lookimghavior is significant but
moderate. The degree of inflation inertia as inplley the additional parametet, is
shown to be moderate (0.45), slightly larger tHandvidence found in Pongsaparn (2008)
for the Thai economy (0.25). The movement in curreflation depends on both the past
and forward-looking inflations, implying a relatiyeflexible adjustment of prices in

response to the output gap. With the posteriommedé of 0.32, the parametgralso
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indicates the moderate cost of nominal price adjast, the sacrifice of output when

inflation changes.

Secondly, in the IS relation, with the constant nei@rest rate and preference shock,
the current output gap responds almost equallyhéofiuctuations in past and forward-
looking output gaps, witlr,=0.54. This is in line with international evidenteat the
coefficient of the lagged output gap would assunrargge between 0.5-0.9 (Berg et al.,
2006). Past output gap plays a crucial role iruigrficing current behavior of the households.
This serves as an indicator that the economy meg &ditional frictions that are not
explicitly modeled such as habit persistence insaomption (Ireland, 2004). Also, the very
small omega ¢) suggests that the preference shock will havergelanfluence on the
output gap, thanks to the coefficient i) This will become apparent in the impulse

response analysis.

Thirdly, the posterior estimates of the parameterthe interest rate rule confirm
our hypothesis regarding inflation targeting. Give model and the data, the inflation
consideration is estimated to retain a notable keig the monetary policy decision
(px=3.37). Nevertheless, central bank’s responsestto dutput growth and output gap are
also important. It is evident that the monetaryigplalso takes output growth into

consideration even though it is not in the officaget.

Lastly, preference shock is highly persistent has the largest standard deviation,
indicating its potentially significant role in exgphing the model's dynamic. Given the

model specification, the preference and cost-ptsiks are described as AR(1) processes.
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The parametep, indicates the persistence of preference shocktlagosterior estimate
gives out a large value of 0.87. These resultcangparable with those reported in Ireland
(2004) for the US, at the value of 0.95. The laegémates op, indicate that when the
economy faces with preference shocks, the impaotgddvbe resonated in the economy
long after the shock ended.

The standard deviations of each shock are alsatezbm the lower panel of Table
3-1. In particular, we see that the preference sligg ) is not only long-lived, but also has
the largest variance. The second source of comtrilfor movements in data come from
short-term interest rate shock, while both costaplsock €4, ) and technology shocle.f )
have limited influence on the model’s dynamicstha next subsection, we investigate the

effect of each shock in greater detail.

5.2 Impulse Response Functions

To examine the bearings of the four shocks on tha& €conomy, we look at the
impulse response functions as shown in the follgwiilgures. The impulse response
functions summarize the dynamic impacts of a shockthe endogenous variables of
interest over time. The black line shows the meapuise response, while the gray area
shows the confidence band of 90 percent.

A positive preference shock is assumed to havexpansionary impact on the
economy, given that households derive greatertyublit of each unit of consumption. But
note that the preference shock has a very largatiar, and accordingly its impact on the

economy is expected to be also considerable. Asvishia Figure 3-1, one standard
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deviation increase in preference shogal; | gives rise to 7 basis points increase in output
growth (Note: 100 basis points equals 1 percenpaj&). Output gap also increase, by 7
basis points, pushing inflationary pressure thatlis in an increase of 3 basis points in

inflation.

Figure 3-1 Impulse Response Functions to Prefer8hoek
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Figure 3-2 Impulse Response Functions to Cost-Sirsitk
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Meanwhile, positive cost-push shock translates Iatger markup for the firms,
driving up their demands for inputs as well as paighn. In Figure 3-2, one-standard-
deviation cost-push shock translates into outpatgr acceleration and at the same time
inflation deceleration. The lower inflationary psase requires lower interest rate in the
monetary policy rule. By the response function, shert term interest rate declines by 1.5
basis point after the cost-push shock. Since, fiir@ent level of output does not respond to
cost-push shock, the increase in output (positiviput growth) also raises the output gap
by 2.5 basis points.

The technology shock affects the level of potentiatput as well as the output
growth. One standard deviation increase in teclgyoshock directly leads to an increase in
output growth of 2 basis points, as seen in Fig# However, because of a stronger
impact of technology improvement on the level ofgmbial output, the output gap declines
slightly by 0.5 basis points. With smaller outgap, the inflation decreases by a negligible
0.3 basis points. Note that the standard erroediriology shock is very small, implying its
limited impacts on key indicators.

As shown in the Figure 3-4, the monetary policghswn to have an impact on both
output growth and output gap. One standard dewidtiorease in short-term interest rate
lowers the output growth by 6 basis points. After interest rate increase, a slightly larger
impact is felt in the output gap, which declines@pasis points. With the falls in output
gap and output growth, inflationary pressure i® dtsver. Thus, it is observed that the

interest rate increase drives down the inflation3¥yasis points. The effect of higher
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interest rate on inflation fades off by the fifthagter where it returns to steady state (zero

deviation from steady state).

Figure 3-3 Impulse Response Functions to TechndBimpck
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Figure 3-4 Impulse Response Functions to IntdRast Shock
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Looking across all four shocks, the Bayesian impuésponse functions allow us to
have a clearer and more meaningful picture of the $§hocks in our model economy. All
response functions return to steady state withingian of 10 quarters. Meanwhile, it is
notable that the preference and interest rate shioake relatively larger impacts on all key
macroeconomic indicators of interest (output grqvatitput gap, and inflation), compared

with those of cost-push and technology shocks.

5.3 Forecast Error Variance Decompositions

In order to further examine the effects of the fexogenous shocks, Table 3-2
shows the forecast error variance decompositionshefthree observable variables at
different forecast horizons: the first quarter agthe infinite horizon as implied by the 00

quarter.

A quick glance over the three panels (a), (b), &)dof Table 3-2 allows us to
reconfirm the findings from the impulse responsacfion analysis that the preference
shock is the most influential driver of fluctuat®om all three variables. In panel (a) for the
output growth, over the long-run, the preferenceckhexplains as large as 60 percent of
output growth variance and 50 percent of inflataniance. The preference shock is mostly
the sole driver of the fluctuations in short-termerest rate, a finding consistent with

Ireland (2004) for the US.
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Monetary policy shock, on the other hand, is alepdrtant in contributing to the
variances of the key variables in the model. Therest rate shock is attributable for about
30 percent of the variance in the output growth 4@gbercent in the inflation fluctuations.
Nevertheless, in general, both cost-push and téohnpshocks have minor impacts on the
three observables, except at the short-run horindrere the cost-push shock explains

about 10 percent of the inflation variance.

Table 3-2 Forecast Error Variance Decompositions

(a) Output Growth

Shocks Q1 Q4 Q8 Q12 Q100
Preference 63.43 62.58 62.39 62.39 62.39
Cost-push 463 430 450 451 451
Technology 452 295 293 293 293
Monetary Policy | 27.42 30.17 30.18 30.18 30.17

(b) Inflation

Shocks Q1 Q4 Q8 Q12 Q100
Preference 48.59 47.63 49.78 50.28 50.56
Cost-push 999 826 794 787 7.82
Technology 034 036 034 034 034

Monetary Policy | 41.08 43.75 41.94 41.51 41.28

(c) Interest rate

Shocks Q1 Q4 Q8 Q12 Q100
Preference 97.21 98.93 99.20 99.27 99.30
Cost-push 054 019 0.15 0.13 0.13
Technology 0.02 0.01 0.01 o0.00 o0.00

Monetary Policy | 223 0.87 0.65 0.59 0.57
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5.4. Comparison of Forecast Performance

Thanks to our methodology, the Bayesian estimatwe calculate the (log)

marginal likelihood, which measures the out-of-skemforecasting power of the model

given the data. We the n perform a comparison efftihecast performance based on this

measure between the estimated Modified model amdtttistical BVAR models of up to 8

lags, using the same data set, with the resultstegbin Table 3-3.

The BVAR with 3 lags beats all other specificaomRelative to our Modified

model, the BVAR of all lags also show a superioe&asting performance. Given the well-

known powerful performance of BVAR and the resatttstructure of the DSGE model,

this is not unexpected. Nevertheless, it providesmotivation for our future work to deal

with a DSGE specification that is rich enough tdtdredescribe and capture the data

dynamics.

Table 3-3 Forecast Performance Comparison

Log Marginal Likelihood

DSGE(Modified)

BVAR(1)
BVAR(2)
BVAR(3)
BVAR(4)
BVAR(5)
BVAR(6)
BVAR(7)
BVAR(8)

211.33
330.39
356.09
356.36
355.48
356.00
352.64
350.30
345.77
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6. Conclusions

In this study, we estimate a small NK-DSGE modelTbailand using the Bayesian
method. Compared with the RBC family, the NK-DSGBd®ls attempt to mirror the real
world imperfections as well as the persistent balvawf macroeconomic data by
incorporating additional frictions. Our parsimonsomodel follows Ireland (2004) in which
the only rigidity in the economy is in the forms thfe monopolistic competitive price
setting behaviors. And by incorporating the cenbrahk adopting interest rate rule, this
NK-DSGE model is capable of eliciting insights redjag monetary policy impacts in

Thailand.

To evaluate the model, the Bayesian approach maesot only the data, but also
the priors, the initial guesses of the structueameters. The distributions of priors in our
model are based on existing studies, both fromlahdiand international points of view.
The specification of prior distributions providdgetweights for the parameters’ likelihood
functions, facilitating the numerical maximizatiorhe Metropolis-Hastings algorithm then
explores the parameter's subspace with the jumpiistribution and acceptance ratio
before drawing the respective histogram that remissthe posterior distribution of that
parameter. In short, the Bayesian estimation coesbihe maximum likelihood method

with calibration, helping us to overcome the lirtitas of both approaches.

Our posterior estimation results as well as theadyic analysis provide four

important insights about the Thai economy and ibmatary policy.
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Firstly the lagged output gap and inflation arehbsignificant in theModified
model This implies that there is a role for the baclivieroking behaviors to play in the
determination of IS and Phillips curves. Househdodaisl firms’ decision making processes
are not relying solely on the expectation of futatgput gaps and inflations, but also their
respective lags. The comparison between Baselidévaniified models based on marginal
likelihood also lend greater support for the inmuasof lags. It is thus noteworthy that for
future research we might want to explicitly modeajraater set of frictions into the model,

such as habit formation and investment adjustmestt ¢

Secondly, the significant but moderate inflatiorerira (a;) as well as cost of
adjusting inflation ¢) in the Phillips curve imply that the monetary ipglhas relative
flexibility in responding to inflation and outputg. According to Berg et al. (2006), in an
opposite case where inflation is highly unrespamsize. highly dependent on its own lags,
monetary policy needs to move well in advance ayd lbarge magnitude to ensure the
timely impacts on current inflation. Meanwhile, @bstantial cost in adjusting inflation to

the change in output gap would dictate a diffitcxdtleoff for a stabilizing policy.

Thirdly, the posterior estimates of the weightshe interest rate rule reconfirm our
belief regarding Thailand’s monetary policy reginide BOT has implemented inflation-
targeting framework since 2000, setting its pripiit maintaining the economy stability
through low and stable inflation. And the regimelgective is reflected in the data as well

as our posterior estimation, with interest rate qulitting notably larger weight for inflation
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gap. Nonetheless, it is worth noting that monetpojicy also takes into account the

considerations over output gap and growth in itssiens.

Lastly, looking across all four shocks featuringomr model, we can observe that
preference shock makes up the largest contributoeconomic fluctuations in the data.
However, the monetary policy shock by means of tsteosm interest rate is also
instrumental in influencing other key componentstited economy. Through the impulse
response functions of the interest rate shock, bgeiwe the transmission of higher interest
rate to a decline in output gap and the resultialy ifh inflation, while the variance
decomposition also displays the strong influencthefinterest rate shock on both real and

nominal variables, compared with the technology @rat-push shocks.

It is worth noting that the estimated results amelrtpolicy implications mentioned
in this chapter should be taken with care, in cogjwn with the concern that the sample
period (1994-2013) covers the important structatenge. Particularly, the effects of the
1997 Financial Crisis were transformative and drast the Thai economy and the conduct
of monetary policy. For interested readers, thalteand analyses in the next chapter are

not subject to the same caution.
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Appendix 3-1 Priors VS Posterior Distributions

The following chart displays the comparison betwd#en prior (gray line) and the
posterior distributions (black line) with the indtoon of the posterior mode (dotted vertical
line). The comparison between the priors and piostecan inform us about the importance
of the information content contained in the datah#ft away from the prior and a narrower
standard deviation indicates that the data addsiitapt information into the estimation of

the posteriors. Notice that all of our parametes specified, without the bi- and multi-

modals.
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Appendix 3-2 Optimal Monetary Policy

This following charts provide a comparison of mamgtpolicy responses to shocks
based on the estimated (Modified) model and thes anglied by the optimal policy,
shown below in the dashed and solid line, respelstivihe optimal monetary policy is
derived from solving the social planner’s optimiaat problem (Adjemian et al., 2007;
Adolfson et al., 2008; Nakornthab, 2009; Griffdliat., 2013), by assuming that the central
bank minimizes a quadratic loss function of twouangnts: inflation and output gap. The
following figures show the short-term interest regégponses to preference, cost-push, and

technology shocks.
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CHAPTER 4
NOMINAL AND REAL FRICTIONS IN THAI MONETARY

DSGE MODEL: A BAYESIAN ESTIMATION

1. Introduction

This chapter studies the impacts of Thailand’s nemyepolicy in a medium-sized
DSGE model. In order to account for the non-neutfédcts of monetary policy on key
variables, some modifications of the classical mgdions must be made. Following Smets
and Wouters (2007), we adopt the Bayesian apprtmaektimate a monetary DSGE model
featuring price and wage stickiness, as well asiéms in real variables.

In contrast to RBC family, the New-Keynesian modadsiress key behavioral and
institutional rigidities observed in the actual étioning of the economy and incorporate
them into the DSGE framework. These ‘monetary’ DS@&dels are fit to analyze the
impacts of monetary policy on real variables. Wemdhis as the goal for this study, and
our results confirm the effects of monetary polgtyocks on not only output, but also

consumption, investment, and hours worked.
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The rationale for adding the rigidities into the ®S model is not by haphazard
choice. Rather, it builds upon the foundation pded by microeconomic studies of the
observed market practices and imperfections. Fsiantes, fixed-duration price and wage
contracts prevent some economic agents to respordritemporaneous markup shocks;
private consumption decisions may depend on its lags when households try to smooth
their consumption across periods, i.e. maintairihrgr habit of consumption. Embracing
these rigidities into the model improve its fit aggregate data and also provide us with
deeper insights regarding the behavior of econ@gents.

The Bayesian approach used in the evaluation of BIGE model has many
advantages. To arrive at the posterior distribgtiohthe parameters, Bayesian estimation
combines the data with the researcher’s initialeferegarding the parameters by means of
priors. Also, as part of the posterior estimatithe calculation of the marginal likelihood
provides a measure of model fit which can then $eduas a basis for model comparison.
Based on this methodology, this study provides rarestigation of how each friction
impact the model's overall performance in orderréveal its empirical importance.
Additionally, our contribution also lies in the nmadit assessment of the estimated NK-
DSGE for Thailand, by comparing its forecasting powith that of the BVAR of different
lags using the same data set.

The rest of the paper is organized as follows. i&ec2 and 3 review the
justification and evidences in the literature fbe taddition of the rigidities and frictions
into DSGE framework, while the entire setup of thedel is described in Section 4. More

details of the Bayesian estimation methodology elt & data description can be found in
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Section 5. Then, Section 6 looks into the estinmatiesults, impulse response functions,
and interpretations, before offering sensitivityalgsis and forecast performance test.

Section 7 summarizes major conclusions.

2. Nominal Rigidities

This section explores the key characteristics efNiK-DSGE models that separate
it from the RBC literature. In particular, the inmfetions in the economy create frictions
that delay the process and timing the model respémahocks, when compared with the
economy characterized by full flexibility. In thgection, we explore the case where both
prices and wages are prevented to change in de#ipitealteration of price-setting
conditions. A constraint in the forms of contrafitees prices and wages for a period of
time. The rationale to model these rigidities isrionick the behavior of the real world’s
aggregate prices and wages, which the microeconsiudies reveal to be adjusted rather
infrequently or at a long interval. Below, we taken to look at these nominal rigidities in
more details. Subsection 2.1 discusses interndtexidences of price/wage stickiness, and

Subsection 2.2 reviews the evidence from Thailand.

2.1 Evidences of Nominal Rigidities
Nominal rigidities refer to the delayed responseshocks featured in the prices of
goods and factors of production. Taylor (1999) poiout that the nominal rigidities are

important for the monetary policy analysis reseavdhere the delays in price and/or wage

59



responses allow money to have pulpable real impatthe economy. In this subsection,
we look into the evidence of how sticky prices arafjes are.

Why we need to model price stickiness? Is there-eafled stickiness in the price
setting process? Taylor (1999) offers extensiversam of microeconomic studies with
evidences on staggered pricing. As cited in Tagd®99), Blinder (1994) uses survey data
and finds that the mode frequency of price chamgasnually, with around 90 percent of
the surveyed firms leaving their prices unchangadnfiore than one year; Buckle and
Carlson (1995) study the small businesses in thahéSfinds that it takes around 8 months
for them to change their prices; in the UK, Dongeerand Fiebig (1993) also finds the
evidence of price staggering in the skewed distidims of price changes across 80 industry
groups.

More recently, Klenow and Malin (2010) provide #&gd facts of the pricing
behavior based on international microeconomic exadeincluding the prices in consumer
and producer price index (CPI and PPI) basketgoolar data from retailers, as well as the
surveys conducted on sellers a.k.a. price sefférs.conclusions of the study stress the
important observations of how prices staying atdhme levels for a lengthy period. There
are four points worth to recapitulate here: 1) ggi@re not changed continuously, i.e. a
diverge from full flexibility assumption, with precchanges averaging around once or twice
a year for U.S. and Euro areas; 2) when ignoredeahmorary price changes (in sales or
discounts), the reference prices are even sticldgrmprice changes are larger than the
inflation that triggered the changes; 4) changgwices and wages exhibit synchronization.

Particular attention should be paid to the freqyesfcthe price changes, and it is reported
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in the study that between 1988-2005 the mean mt@nges occur at the frequency of
26.1% in the US monthly CPI basket, and much loinethe Euro area, at 15.1%. The
frequency of price changes is larger for the enmgrgnarket countries, like Brazil, Mexico,

and Chile, where growth and inflation drive the momy faster.

How about the rigidities in wage setting process€ they as prevalent as the price
stickiness? The rationale for rigidities in wagesaiso well founded. Below, we examine
both general observations and conclusions of iateynal studies on wage stickiness.

Taylor (1999) points out that there is little symmhmzation in wage setting
behaviors across firms, drawing conclusions fromaaray of empirical studies. The
inflexibility of wage is due to the nature of thegloyment contract that is usually fixed for
an extended period of time. Based on unionizedosedata, almost all employment
contracts are for one year or longer. For the 8cBnomy, within a given quarter, the ratio
of workers with their wages adjusted in the coritrmonly 15 percent, and for a given yeatr,
the ratio is 40 percent, and heterogeneity is ofeseracross industries (Taylor (1983) as
cited in Taylor (1999)). Furthermore, average damthat wages remain at the same level
is reported to be about 7 quarters (Cecchetti (L884cited in Taylor (1999)). Inflation is
also an important consideration, with the frequeotwage changes positively relating to
the rate of inflation (Card and Hyslop (1997) dsdaiin Taylor (1999)).

More recently, Barattieri et al. (2010) studies mipanel data (Survey of Income
and Program Participation (SIPP) by the Bureau afdr Statistics) between the period
1996-2000 for the wage stickiness. The authorg treameasurement errors and find that

wages are sticky with the probability of wage chead) 18 percent or 5.6 quarters for the
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hourly workers, and even lower frequency for thiarsad workers. Little heterogeneity is,
however, observed across the nine industries instiely, while there is also little
seasonality in the wage readjustment timing, wité frequency of wage change almost

constant throughout the year.

2.2 Nominal Rigidities in Thailand

Turning to the evidence for Thailand, Chantanahoral.e(2004) study the pricing
behavior and inflation process based on Thai selcfmice data (CPI and PPI baskets)
between 1995 and 2004. The analysis of CPI basketsthat after the financial crisis in
1997, the prices in Thailand’'s CPI baskets charlgss frequently compared to the pre-
crisis era. In particular, over 45 percent of CRslket changed their respective prices every
9-12 months or longer. This implies that their psicchange only once a year or at even
lower frequency, providing a substantial supportdersistence in prices.

Not only the prices are slowly adjusted, but themee other mechanisms that fuel the
price stickiness in Thailand. The authors (Charitarma et al., 2004) provide two key
considerations. First, the government price ceipoticy can induce slow price movement.

Around 30 percent of CPI basket items are admirddtédy the Ministry of Commerce,

3 According to the Thailand’s Department of Interfighde (DIT)
(http://www.dit.go.th/Price_20_170/2558/205_Marcli)pds of March 2015, there are 205 items of goods
and services in the administered list, ranging ffood and beverages, daily necessities, electajgpliances,
transports and fuels, to raw materials and contnugoods. These are categorized into three mainps: 1)
Sensitive list (20 products) which is monitoredlgla?) Priority Watch List (6 products) which is mitored
twice per week; and 3) Watch List (179 productsjolwlis monitored every two weeks. According to
Buddhari and Chensavasdijai (2003), the state adtration of these prices includes monitoring, cont
(price ceilings), and intervention. This is to emsthat prices are reasonable and for some produsts
required that the price adjustment must be plamamedreported to the Ministry in advance.
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meaning that they are not allowed to increase theaes beyond the set ceilings. Their
prices are shown to change less frequently thannthreadministered group, 4.38 as
opposed to 7.22 times per year. Second, inflatmgeting framework can also be another
enhancing mechanism that fosters price stickin®gsanchoring inflation expectation, the
monetary policy regime with strong emphasis on kegpnflation low and stable at a
targeted level can induce slower price adjustmehtbior. When facing shocks, economic
agents believing that the central bank would takeaetion to curb excessive inflation
would therefore restrain from resetting their psiees much as otherwise.

Chantanahom et al. (2004) also look into the patjeistments in the PPI basket and
point out that when compared with the CPI, the BP#ket exhibits even greater stickiness
with over 55 percent change prices every 9 monthsrmer (in the post-crisis period). In
sum, evidences from both consumer and producersgamdnfirm our assumption of price
stickiness in Thailand.

To conclude, this section discussed the evidenmeshé two sources of nominal
frictions, namely the price and wage stickinessti#esliterature emphasizes, the inclusion
of nominal rigidities is the key contribution of Nlkerature, allowing monetary policy to
wield significant influence on the real variabl&ecause prices and wages are not fully
flexible, their responses to shocks are not asamtist as in the RBC literature. This
becomes the key characteristic of New Keynesian B8Bdels, where after the shock hits
the economy, gradual adjustments of price/wageskasas into the delayed responses of
output and inflation, the outcomes more in linetwvitie observation of the macroeconomic

aggregate data.
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3. Real Frictions

Apart from nominal frictions introduced above, tim@del proposed by Smets and
Wouters (2007) also features other forms of inedissing directly in the aggregate real
variables. This section focuses our attention om o major components: the habit
persistence and investment adjustment cost. Botldlskiof inertia are supported by
microeconomic theories as well as empirical eviesnhovhile, from the practitioners’
perspective, the incorporation of these inertia &islps enhance the model’s performance.
The following two subsections deal with habit fotmoa in consumption and non-zero
adjustment cost in investment, respectively. Tsédabsection 3.3 presents some evidence

of the aggregate inertia in Thailand.

3.1 Habit Persistence

Habit persistence was mentioned as far back as mB(@@852). In his paper, Brown
studies consumption behavior with respect to ita tag, using Canadian data. In his words,
“the habit persistence effect is produced by tlghést previous level of real consumption
experienced.” Brown tests for the significance ohsumption habit effect in a linear
consumer demand function and finds that the curcensumption is best explained by
income levels as well as lagged consumption.

How habit persistence explicitly enters into thensiamer utility function for
monetary policy analysis is explained by Fuhrer 00 Fuhrer defines the habit

persistence as current consumptiaf} )( relative to its own past value, implying the
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consumer’s need to maintain level of consumptiomefierence to his past routine. The

utility function U, is written as

1 Ct 1-0
Up = 1= 0<Z_ty> s Ze = pZia+ (1 —p)Ciy

whereZ, expresses the reference level which depends gedagonsumptiod;_; as well
as the lag of the reference level itself. Two pasars are of particular importange:
shows the degree of habit persistence effect dityudind p implies the persistence of the
reference level (i.e. longer lags of past consuompti

According to Fuhrer (2000), this habit effect givese to ‘excess smoothness’
observed in private consumption expenditure. Wit formation in utility function,
Fuhrer argues that a structural model can replicatgput (spendings) and inflation
responses to monetary policy shocks that are densiwith the impulse response functions
given by the less restricted models like VAR. Bptcaing the persistence in consumption,
a major component of expenditure, the total spendihibits a hump-shaped response to
monetary policy shocks. Consequently, this delagsgponse of spending further prolongs

the inflation response, in line with the evidenbserved in aggregate data.

3.2 Investment Adjustment Cost

Gould (1968) discussed the role of investment awfjast cost in the firm’s problem.
The author proposes the adjustment c8%tas a function of gross investment with the
following propertiesS(I) >0, S'(I) >0, S(0) =0, and S"(I) > 0, which imply that

the adjustment cost is an increasing convex functiGrom the firm’s perspective, this
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adjustment cost enters directly into the firm’s fgfranaximization as an additional cost
along with those from labour and capital servicks.Gould’s words, “[The actual
investment path is in itself a decision which wffect profits and therefore should be
either in the criterion function or recognized asanstraint on the maximization of this
function”

More recently, the adjustment cost is introducetb iIDSGE framework. In
Christiano et al. (2005) the investment adjustnoast function is inserted into the law of
motion for capital, yielding

Ki1 = (1= 8K, + F(, 1)
where the capital next perioK{,,) depends on the capital stock currently available
adjusted by the depreciation at the rated ofThere is also the investment technology
function ), in which the current investment is translatetb ithe next period physical

capital as follows.

F(le le—s) = [1— S (== )1I, wheres(1) = §'(1) =0, and S"() > 0.

t-1
The adjustment cost function of this form punislas/ large shift of investment in
comparison to the earlier level.

According to Christiano et al. (2011), the reason ihcluding the investment
adjustment cost is also empirical. The authors ertpat with the adjustment cost, the
DSGE model can replicate impulse response funafiomvestment to monetary policy
shocks, comparable to that given by VAR. Withowa #ujustment cost, the model runs the
risk of portraying a “counterfactual” too large @stment expansion after a rise in interest

rate. The adjustment cost function above that t@keslty wherl; increases too quickly
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from I,_; can help prevent this. With the adjustment cos¢ model can produce a
reasonable reaction in investment, with the petdcefags several quarters after the initial

monetary policy shock.

3.3 Persistence in Thailand’s Aggregate Data

Tanboon (2008) develops a medium-sized DSGE forildigh with a particular
focus on identifying the impacts of monetary poliepd the different channels of
transmission mechanism. Using calibration basedprvious microeconomic studies,
international studies, and his own regression woflkaboon evaluates the small-open-
economy model equipped with not only nominal riggi but also aggregate persistence as
well as trade and viable banking sectors. With gespo our discussion on the role of
aggregate inertia, Tanboon (2008) provides stylifacts about the Thai economy’s
business cycle as well as the persistence of thr@ameonomic data. It is found that for
Thailand case, the persistence, as depicted bautoeorrelation coefficient, of key macro
variables are substantial. Output, consumptionwal as investment are found to be
dependent on their lags in the range between 0d60an The author argues that this
becomes the basis for the inclusion of real rigdit namely habit formation in
consumption and investment adjustment cost, imntoslel. This provides the supporting
evidence and encouragement for the inclusion df brartia in our model.

In sum, this section reviews the inertia inside raggte real variables, namely
consumption and investment. The inertia mechanisake current consumption and

investment referencing to the levels in the prewgdperiod. This persistence in real
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variables plays a complementary but vital role S&estiano et al. (2005) for detail) to the
nominal rigidities discussed in the previous sectibogether, the foundation laid in section
2 and 3 provide a stepping stone for the descniptibour model based on Smets and

Wouters (2007).

4. Model Specification

The model used in this study is based closely emikdium-sized New Keynesian
DSGE model outlined by Smets and Wouters (2007)@mdts and Wouters (2006). With
two factors of production, the economy featuresr fanterlinked sectors, including
households, goods producing sector, labour uniotoseand the government. Nominal and
real frictions are incorporated into the econonmysiag from price and wage stickiness;
price and wage indexations to past inflation; fixeast in terms of output; the habit
persistence in consumption; adjustment cost ingtment and capital utilization rate. There
are in total seven exogenous processes facingctromy. Details of the model are further

delineated by sector below, and the last subseptiesents the log-linearized system.

4.1 The 4 Sectors
4.1.1 Households

The economy is populated by indefinite number a@hittal households with an

expected non-separable utility function of the form
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E X0 ﬁt [1_;% (G — th—1)1_GC] [exp (i‘i_;i Lt1+JL)]-
The household derives utility from current consumpt(C;) relative to its own lag and
from supplying labour hourd.{) to employment in production process, all discednby
the discount factof. The parameterh expresses the degree of habit persistence in
consumption, in which the household, accordinghHabit already formed, derives utility
from current consumption referencing on the leveisuimed last period. That is, only the
current consumption which is greater than a cegaaportion of last period consumption
would make the household better off.

The household maximizes its utility with respecthe following three constraints:

W.L, Div, RFK?
tt_l_ t+tt

C.+ I, <
ot P, P P,

— a(Z)Ke_q + L L
)1 P,  P.R.e} ‘

. I
Kt == (1 - 5)Kt—1 + S;:— [1 - S <_t>] It
It—q

Kts =ZKi—1

Firstly, the budget constraint describes that e expenditures (Consumptiép
and Investmeni;) are limited by the household’s real incomes. Nmhiitems can be
deflated into real terms, using the price leRel Nominal incomes are generated from
labour work at the wage rak&;, dividend incoméiv, paid by the labour union, rental
income of capital RXKS) net of real adjustment cost functiaiZ,)K,_,, and the net
revenue from bon®;_,. The real transfer or tax by the government iswag byT;.

Secondly, the law of motion for capital suggest the current level of capitél

depends on the capital from last period net of el@ption at the raté, plus the new
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investmentl,. The functionS(-) of the current level of investment relative to theel last

period determines the investment adjustment cgfst.ands! are the stochastic shocks on

bond premium and investment price. Both follow AR@rocess such thaﬂn(st) =

pbln(sf_l) + b, and 1n(£ti) = piln(e,f_l) +i; where b,~N(0,0,) and i,~N(0,0;) ,

respectively.

Thirdly, the last constraint facing the househattt®ws that the current level of

capital supplied to the production sect&?’) is determined by the capital installed last

period adjusted with the utilization rafe.

Combining the constraints with the objective fuantiusing Lagrange multipliers,

we can derive the following first-ordered conditon

oL
ace

oL
aLe

oL |
0B

oL

oL
oK,

oL

2 A=Al [1— (’f)

LA, = [exp( c 1)L 1+”L] [C, — hC,_,]~%

2L A (‘g’t) = (0. — 1)L |exp (2= 1)L 9| [, = hCyoy |10

A, = pelR, |22

t+1

5 ) ()] Blhea et ()’

It—q

RE . Z
Pt Alg = BE; [At+1 G L a(Zt+1))] + At+1(1 —6)

oL, '(Z)_R_f
0z alse TP

K
The value of the capital stock can be denoted byTtbbin’sQ, = ’;\—t the relative shadow
t

prices of capital to consumption goods.
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4.1.2 Goods Producing Sector

Households obtain consumption goods from the prbolu sector, which contains
two different stages. Intermediate producers caenjabour and capital under the current
level of technology to manufacture their produ@ise intermediate goods, characterized by
imperfect substitutability, allow intermediate puners to set prices and extract non-zero
profit. On the contrary, final producers operateaiperfectly competitive market selling
homogenous final goods to the households, makingrmét in return. Price stickiness
arises in the intermediate production stage, wharly a proportion of intermediate

producers can change their prices in a given period

Final Producers/Retailers

The final production, or Retailing, requires nodab service nor capital inputs to
assemble and deliver the final godds) at the pricgP;) to the households. The final
goods are aggregated as in Kimball (1995) fromasaHilable intermediate goods(i)
purchased at the prigg(i). Thus, the final good producers face the profikima&ation of

the form:

1
Math’yt(l') HF = Pth - f Pt(i)Yt(i) dl

0

Subject to folG(YtT(i); ePydi =1
t

All intermediate good$; (i) are indexed by i on the continuum between 0 anahl, the

aggregator function G is strictly increasing coreafccording to Kimball (1995), the final
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goods production function can be said to exhibinstant returns to scale, which
characterizes the perfectly competitive market. aiwehile, the exogenous process
represents the shocks to the elasticity of demandnput (intermediate goods), and thus

the markup (of the intermediate producers); whémée?) = pyIn(ef_,) + MA,p,_, +

p: ; pe~N(0,0,). Solving the F.O.C., we can write

Y,(i) = Y,G'! lPtT(:) fo 1 G' (Ytg) ; sg’> x (Ytg))dil

Intermediate Producers

Unlike the final goods case, the market for intaltrat goods is characterized by
imperfection. In particular, the increasing retutoscale of the production technology and
non-homogenous nature of the intermediate good®sgilise to the monopolistic
competitive environment, which in turn brings abdkié price stickiness in our model
economy.

As for inputs, the intermediate producers hire lddmur servicd.;(i) and capital
K¢ at their market prices to manufacture intermedgteds, which in turn can be sold to
the final goods producers. Consequently, the inteliate goods producing firms face the
cost minimization of the form:

Ming, ) ks WeLe () + REKS

Subject to¥ (i) = & [KZ (D] [y ‘L]~ '@
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The production function of the intermediate prodaceses labour-augmenting
technology with the trend growth rate of the ecopamnoted by ¢, and the fixed cost (in
terms of real output) is representeddayTotal factor productivity (TFP), implied kf* ,
follows the autoregressive fortn(ef) = pyIn(et ) + a; wherea,~N(0,0,). Setting

Lagrangean function, with the multipli®g, the F.O.C. of this minimization problem are

oL . _ _ a, (1-a)t [Ke@ *
L W, = 0;(1—-a)¢y [Lt(l,)
9L . pk _ a,, (1-a)t [Le@) 1-a

Combining the two, we can derive thavtv—,f =< (Kt—(l)) =2 (ﬁ) This indicates that
Rf a Le (D) a L¢

in the equilibrium where the capital-labour ratahe same for all firms, the relative prices

of labour and capital inputs is proportional to tdagital-labour ratio.

The intermediate producers then maximize theiriptEsed on the fact that they
can reset their prices; however, only a fractioralbfintermediate producers can perform

this reoptimization in any given period. The prablean be restated as

o2} EtysP D . o) —1— .
Maxp, i ne =gy, fp,b)[ t+ t] (}aﬁrs(t)(l_[qz1 n‘tﬁq_ln1 m) — MCpyg) Yirs(D)

EtPtys

P.(1)X
subject to Yeps(i) = Yoy G2 <Mrt+s>

Piis
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Where the firm faces the Calvo probability 1of- ¢, to reoptimize the pric&, ., is the

new reoptimized pricey, = Pi is the inflation at time t and is the steady state inflation,
t—-1

MC,,, is the marginal cost and equivalent to the mukip8, aboveﬁ[“”s f] is the
EtPtys

discount factor for the intermediate producers= f G’ (Yt(l) p) (Yt(l))d and

1 i fors=0
X,. { /

[[<, n 7%, fors =123, } where the parametap governs the
q=1"t+q-1

degree of indexation to past inflation.

Solving this maximization problem, we can write egggate price index as

P.()t,
Py

P, = (1—€p)Pt(i)G"1l l+ &Y TP PG =

4.1.3 Labour Unions

In order to mimick the stickiness in wage, housdbalo not supply labour service
directly to the production sector. Symmetric to siteggered pricing in the goods producing
sector introduced above, the wage setting confaictson that arises from two stages in
delivering labour service to actual employmenttgiimediate) monopolistic labour unions
and final labour packers.

Households supply homogenous labour service tonmgeiate labour unions which
bundle them by means of Kimball (1995) aggregaiareate differentiated labour services
L¢(i), which in turn are sold to the labour packers keefihe final homogenous labour

serviceL; is employed by the intermediate producing firm#etmediate labour unions
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operate in a monopolistic competitive market and ttutheir market power are able to set
the wage rate with mark-ups. The non-zero profitdhe labour unions are then transmitted

to the households’ budget constraint in the forndividendsDiv,.

Labour Packers

On one hand, labour packers operate in a perfeottypetitive market, supplying
the labour servicel{) to the production sector at the wage rdd®)( Labour packers, thus,

maximize the profit function of the form:
1
Math’Lt(i) H%P = WtLt - -]- Wt(i)Lt(i) dl
0

Subject to fol H(

Le(i) : Ew)di =1
Lt

We can derive F.O.CL,(i) = L,H'"! [W;/_il) [ H (LfL—(:)) (LfL—(:)) dil.

Intermediate Labour Unions

On the other hand, intermediate labour unions famur hours from households to
create imperfectly substitutable labour servicgi()), allowing themselves market power
to set wage ratéN,(i)) from the labour packers.

In order to replicate the stickiness in wages, alblabour unions reoptimize the
wage rates in a given period. This Calvo approachdge setting creates a delay in wage

responses. In particular, the paraméjgmdicates the degree of wage stickiness, such that
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whené,, = 1 the wage is permanently fixed, and wign= 0 the wage is fully flexible.

Labour unions face the following maximization prexnl

A¢+sP _1- .
Maxyy, iy Y = E, phed ofwﬁ[ = t]( t(l)(l_[q 1Y1Tt+q 1T LW) WELs) Lets (D)

Wes (DX, )
A7 ‘t+s

Subject to  Lyps(i) = Leyg H'™1 (
Wess

{ 1 ; fors =20 }

[lgey il g1 T~ fors =1,2,3,..
L) Le(DY ;.
=l () ()

The termp [ s f] represents the intertemporal discount factor fadhe labour

t Py

Xt,s =

unions, whilew, (i) shows the wage rate set by the unionsfd the wage paid to
households. Regarding the two constraints, onlyopgation of labour unions are able to
reoptimize the wage rate @ (i) to maximize the markup, while the rest of the nsitake
the same wage rate that grows along with the ecgreamd a combination of indexation

with past and steady state inflatioms{,_,andT), as governed by the parameter

Solving the F.O.C., we can write the aggregate wagex as

~ W iT T[ T[l w W, T
W = (1—€W)Wt(i)H"1l tV(V) + (E)ym T Y W, H'T 1[]/ 1 T =y
t t

76



4.1.4 Government

In this model economy, the government delivers tamount of public
goods/expenditureG¢) equal to the tax revenueg ) and the net bond borrowings from the

households. In other words, the government fadmslget constraint of the form:

PG, = T, + (i—z ~Bey).
The public goods relative to the steady state dytath is defined by’ = G./y'Y;, and it
follows the processin(ef) = pyin(el ;) + pya (ar) + g.  wWhereg,~N(0,0,)

At the same time, the government, via central baokducts monetary policy by
setting the short-term interest rate according teagant of feedback rule proposed by
Taylor (1993). In particular, the central bank det@es the appropriate level of short-term
interest rate on consideration of the gaps in fioitarate, output level, and output growth
from their respective targets, indicated by theangparred variables (steady state values).
The parametep indicates the degree of interest rate smoothirggrevthe current interest
rate moves gradually from its own historic valudeToutput gap is determined by the
deviation of current outpufrf) from the potential outputr{), identified as the level of

output when the economy faces fully flexible pricel wage.

Ry Rt—lp T\ (Y I Yy Ye 1 rdy .r
i @) | GG

Wheree/ represents the monetary policy shock that folldvesAR(1) process:

In(ef) = p,In(el_,) + rr; whererr,~N (0, 5,.)
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Resource Constraint

By combining the households and government budyettcaints, we can derive the
economy-wide resource constraint of the form:
Y= C+ It + G, + a(Z)K,_,.
The total output equals the summation of consumptiovestment, and public goods, plus

the capital stock carried over from last periodated with capacity utilization ratg ).

4.2 Exogenous Processes
As in Smets and Wouters (2007), this model econfeayures seven exogenous

processes in the four sectors described above. ddreppe summarized again as follows:

Sector Shocks Process
Intertemporal
Preference (Financial In(?) = pyIn(P_;) + b, whereb~N(0, op,)
Risk Premium)
Households
Investment ; - . .
Technology ln(e{) = piln(ei_l) + iy wherei;~N(0, o;)
TFP In(e?) = pyln(ed_,) +a, wherea,~N(0,0,)
- pY _ p
Firms Price Markup In(ef) = ppIn(ef_;) + MA,pe_; + p;
wherep,~N(0, o,)
WYy w
Labour Wage Markup In(e") = pwin(el) + MAywe_; + wy
wherew,~N(0, o,,)
.| In(ef) = pgln(ef_;) + +
Exogenous Spending n(ef) = peln(ey) + pga (@) + 8
Government whereg,~N(0, o)
Monetary Policy In(gf) = p,In(ef_,) + rry whererr,~N(0, o,.)
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4.3 Log-Linearized Model

The log-linearized version of the above economylescribed by 14 equations.
Note that the tilde lower case is the variableseteted by the growth ratg), while the
lowercase variables are expressed in terms of éagation from its steady state value

(denoted by the upper-barred uppercase). For iostdhe consumptiogy = In(¢& — C) ,

wherec; = % More detail of log-linearization of these equatiocan be found in the

Model Appendix of Smets and Wouters (2006).

Equation Specification
Aggregate Ye= ¢yC + iy + 2,2, + Sf
Resource l=cy+iy+gy; iy=W—1+8)ky; z, =Rk,

= €161+ (1 —cE(Cpyq) + Cz(lt - Et(lt+1))
Consumption —c3(ry — E (meq) + f?_) B
Euler 1= (h/y)/A+h/y) ;¢ = (0. —1)(WL/C)/o. (1 + h/y)

cs=1=h/y)/A+h/y) o _
Investment iy = i+ (1- il)Et(itf_lg + qc + &
i, =1/(0+By"")y’e
Va“_Je of q: = q1E(qes1) + (1 — q)E(r}y4) —(re—meq &)
capital g = By=")(1=8) = (1= 8)/(R, + (1= &)
Production
. ye=daki + (1), + &)
Capital s
Installation lee =kea + 2,
Capital -
Utilization z, = ;¥ wherez, = -
rate
_ Y i

Capltal . _k%— k1kt_1 + ](-1_ akl)lt + kzst
Accumulation ki = — k,=(1- — Y1+ Byt %) (%)
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Ty = MMy q + Wy E(Tpyq) — mapl + €7
= 4,/(1+By*%,) ; mp = By'% /(1 + By %)

NK-Phillips

Curve o ( 1 ) (1-Bytoeg,)(1-¢,)
; 1+ ,Byt=oe & ((qbp —1)el + 1)

Rent ¥ = —(k;— 1) +w,

Price Markup

Iv‘f = a(ki — 1) — w, + &

Wage ¢, —hc;_4
Markup e =We = (ath + ﬁ)
we=wiw,_ 1+ (1- Wl)(Et(WHl) + Et("t+1)) - WaT;
+ W — wapy + &
Real W _ _ _
i wi = 1/(1+ By swy = (1+Byo)/(1+ By oo,
_ 160N - vy — 1 (1-By*9¢&,)(1-Ew)
Ws = tw/ (L+ By %) iwy = (1+ﬁV1“’C) Ew((Pw—1el +1)
Monetary re= priq + A= p)ram + 1,y — Y2} + oy {3 — )
Policy — Qe =YL DY+

5. Methodology and Data Description

This section reviews the evaluation methods useduinstudy and provides the
detail regarding the data. Following Smets and Wieu(2007), we adopt the Bayesian
approach to estimate the structural parametersedlsas the seven shocks of interest.
Bayesian estimation allows us to specify the pudstributions of the parameters in

addition to the likelihood function of the data.eTfirst part of this section provides a brief
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introduction of the Bayesian estimation, includitigg Bayes’ Theorem and the roles of
priors. Then the second part discusses our sanipldaland data focusing on choices,

sources, and transformations.

Bayesian Estimation

The parametization in this study is based on Bayegstimation. According to
Dave and DeJong (2011), Bayesian methods providbrext link between structural
models and the use of external information, nanttedypriors. Bayesian methods allow us
to write conditional probability with respect toetiparameters based on a combination of
the observed data, the model specification, angtioe distribution. The choice of priors
hinges on the judgment of researchers, and therefotike the maximum likelihood
method, the posterior distribution in Bayesian reation does not rely solely on the
information contained in the data, but also thecdation of priors.

The foundation of this methodology is the Bayekedrem, which states that the

conditional probability of A given B is

p(B|A) * p(4)
p(B)

Given this premise, according to Griffoli (2013)hen we consider our framework, the

p(A| B) =

posterior density functiom(6,,| ¥, M) on the left hand side below, can be expressed as
a conditional probability density of the parametectoré,, given the datd’; and the
modelM. On the right hand side, the numerator is callestgrior kernel, equal to the data

densityp (Wr |05, M) multiplied by the priop (6, |M).
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p(Wr |0, M) * p(Oac | M)
p(Wr| M)

p(eMl LIJT'JV[) =
The denominatop(W;| M) is the marginal density function, or marginal likeod, which

can be equivalently written aieMP(‘PH@M,M)*P(9mlM)d9M- Because the

denominator does not depend @y, the posterior density is proportional to the padst
kernel.

Thus, the kernel is a key criterion. From the abegeation, the posterior kernel can
be found by combining the data density with theompriOften, the data density
p(Wr|0,, M) is calculated using the Kalman filter. With thdphef Metropolis-Hastings
sampling method, a candidate parameter value isrjrand based on a specific rule the
candidate parameter value is kept or discarded.pBin@meter values that are kept can be
used to plot a histogram that approximately reprisséhe posterior distribution of that
parameter. For more detailed explanation of therdlgns for Bayesian estimation, refer to
Section 3.2 of the Chapter 3 as well as Canova7R0Briffoli (2013), and Smets and

Wouters (2007).

Data Description

This subsection explains the data sources andforamgtions. There are seven
observable time series entering into our model.séhaclude, namely, the per-capita real
output, consumption, and investment, along withatrdn, interest rate, working hours, and
real hourly wage. Since our data is limited by plublication of GDP and its components,

we use quarterly frequency, and the sample cowsrgaen 2001Q2 and 2014Q4, for a total
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of 55 observations. Although the GDP and interas¢ 1Iseries can trace as far back as
1993Q1, the labour data is constrained by shoiitedorbty from 2001 onwards.

The quarterly GDP and its components (Private Coipslon Expenditure (PCE)
and private capital formation) along with the numbé hours worked per workéare
obtained from the National Economic and Social Dgy@ent Board (NESDB), while the
GDP deflator is calculated as the ratio betweeninalhand real GDP. The per capita
amounts are calculated based on the number ofneeegged 15 or older in the labour force.
The average monthly nominal wage and the interlmgknight lending rate (annual) are
acquired from the Bank of Thailand.

Regarding data handling, all series are seasoad]lysted, except the interest rate.
All nominal amounts are expressed in real termadigg the GDP deflator. Inflation is the
log difference of the GDP deflator. Aside from fiheerest rate and the log transformation
of hours worked, the rest of data are expresseldgnfirst differences. The short-term
interest rate per annual is adjusted into quartedguency by dividing it by 4. Average
hourly wage is calculated by assuming constant hipmtorking hours (8 hours/day times
22 days per month). Quarterly hours worked areutaled by assuming each quarter
comprise 13 working weeks.

Additional to the model specifications outlined Bection 4, there are seven
measurement equations, corresponding to the sexawyenous variables, as in Smets and

Wouters (2007). These equations provide the linksvéen the observed data and the

* The number of hours worked per worker is publisiiech 2001Q1 to 2014Q1 by NESDB. For the data in
the last three quarters of 2014, we calculate stienates from the hours worked for the whole Kingduf
Thailand in the Labour Force Survey published bgilEimd’s National Statistical Office (NSO).
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model variables. In particular, the observed dataecomposed in order to identify the
model variable and its steady state. The GDP andoinponents as well as the real wage,
all enter the model as growth rates, which areutaled as the log first differences. They
are assumed to have a common steady state grawthwhiler , ;s , andrys show the
steady state inflation rate, labour hours, andrésterate, respectively. Steady state labour
hours is normalized to zero, implying that the able Hours worked isB1(Hours) — .

These are summarized in Table 4-1 below.

Table 4-1 Data and Measurement Equations

Variable Data Measurement equations
Output GDP din(GDP) =y + (¥ — Vi-1)
Consumption C din(C) =vys+ (¢t —Ciq)
Investment I din(I) =vYs + (1 —ip—1)
Real Wage w din(W) = ys+ (W —We_q)
Inflation GDP Deflator din(Deflator) = mgs + m,
Hours Worked Hours In(Hours) =l +1;
Interest rate R R =Tre + Iy
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6. Estimation, Results and Analysis

This section presents the Bayesian estimationtsestithe DSGE model described
in Section 4. The Bayesian approach requires theifspation of prior distributions before
deriving the posterior estimation of the deep patans as well as the seven structural
shocks, and this is shown in Subsection 6.1. Fdhdéu dynamic analysis, subsection 6.2
takes a look at the impulse response functionsi@ikey shocks in the model. Subsection
6.3 offers the forecast error variance decompasstidastly, subsection 6.4 compares the
forecast performance of our DSGE model with thok8ayesian Vector Autoregressive

(BVAR) models, through the measure of marginalliiieod.

6.1 Priors and Posterior Estimates

Prior

In keeping with the Bayesian approach outlinechmirevious section, we combine
the data and the prior distributions in order tbneste the deep parameters of the DSGE
model. The priors are set in a similar manner &nrets and Wouters (2007). Particularly,
the seven shocks in the model are set to havechasttic component with a standard error
following an inverse-gamma distribution with mead @nd 2 degrees of freedom, while
the AR(1) and MA(1) components of the shocks asumed to follow a beta distribution

with mean 0.5 and a standard deviation of 0.2. lByosing the same and rather loose priors,
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we treat all shocks equally and let the informaionontent in the data decides their
importance.

Regarding the frictions, the probabilities in reopting prices and wages are set to
follow a beta distribution with mean 0.5 and stadddeviation of 0.1. The same prior
distributions are assumed for the indexation otgmiand wages to lagged inflation. For
real frictions, the mean of habit persistence isae0.85, referencing to the calibration
work by Tanboon (2007). Investment adjustment cigstrepresented by a normal
distribution with mean 4 and standard deviation A$in Smets and Wouters (2007) and
Christaino et al.(2005). The elasticity of capiéilization rate to the change in rental rate
of capital follows a beta distribution with mea® @nd standard deviation 0.15.

Another set of priors of interest is those in thedified Taylor rule. The short-term
interest rate movement is assumed to vary by Igwvits lag and 2) other policy concerns
including inflation, output gap, and output growifhe priors for these monetary policy
considerations are assumed to all follow normaltribistions. For the inflation
consideration, the prior is set to be larger thaosé for the output gap and output growth to
reflect the strong emphasis of inflation targetiragmework.

As in Smets and Wouters (2007), there are fiverpatars which are held fixed.
These include 1) the quarterly depreciation rat@.@t05; 2) the labour market markup at
1.05; 3) the exogenous spending ratio at 0.25; ) &) the curvature parameters of
Kimball aggregator in both the goods and labourkeigr at 10. We based the first two
values on the calibration work for Thailand by Taab (2008), while the third value

comes from the share of total output deducted migansumption and investment over the
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period 1996-2014. The last two are borrowed fromeSnand Wouters (2007) to represent

the price and wage setting behaviors.

Posteriors

Turning to the posterior estimates, Table 4-2 repdhe prior and posterior
distributions of all parameters, with a 90% confide interval. Several of the parameters
have posterior estimates close to their prior meekcating the consistency between the
initial guess (priors) and the informational conteontained in the data. In contrast, the
posterior estimates which move far from their @ionanifest the additional gain of
employing the data in our Bayesian methodology.

All of the stochastic processes have high deperaendts own lag, as indicated by
the persistence parametep3, except the disturbances in investment technolognetary
policy, and price markup. Out of the seven struadtahocks, the shocks in TFP, exogenous
spending, and investment technology are of padrcsignificance. Although the monetary
policy shock is the smallest among the seven, ésdwot directly translate that it has no
impacts on the economy as further analysis willxsbelow.

Looking at the real frictions, the habit persiserparameter shows the posterior
mean of 0.55, smaller than the large prior obtaifredn the earlier calibration study
(Tanboon, 2008) as well as the earlier estimatimdirigs for Thai and Malaysian
economies (Alp & Elekdag, 2012; Alp, Elekdag, &llL.2012). Despite the difference,
our estimate still indicates a significant degrééabit formation in Thai consumption data

and the important role of the reference level indetholds’ utility function. In comparison,
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for the US economy, Smets and Wouters (2007) angsti@mo et al (2005) found the habit
formation parameter to be in the range of 0.6-@nd for the Euro area, Smets and Wouters
(2003) reported the parameter to be 0.59.

The elasticity of adjustment cost in capital utitibn ) is estimated to be close to
the prior value, reflecting the relative flexibylitn changing capital utilitization rate in
response to the changes in rental rate of cafita. investment adjustment cogt)(is
estimated to be important but slightly lower thadme tprior, implying significant
responsiveness of the investment to the real \@fleapital g;).

The (inverse) elasticity of labour suppby ) is also well approximated by our initial
guess, and also in close vicinity with the earkstimation work by Chunatantikamon
(2008) of 1.63. Our estimate implies an inelastgponse of labour hours to changes in real
wage, consistent with microeconomic view of theividbal labour supply decision
(Christiano et al., 2011; Chetty et al., 2011). digheless, in relative terms, the degree of
inelasticity is less than the one reported in Chia@t likely because of the presence of
labour unions and the wage markup.

The characteristics of the price- and wage-settiagaviors in Thailand are also
revealed. The price and wage stickiness param@tgand¢,,) are estimated to be 0.82 and
0.66, respectively. The average duration of thdreahis given by(1 — &)1, according to
Eichenbaum and Fisher (2007).This implies that fgmee and wage contracts are
reoptimized on average at the interval of approxéhysb and 3 quarters, respectively. For
price stickiness in particular, this appears lontgen the earlier estimation works for

Thailand by Chuantantikamon (2008) and Alp and &ek(2008), which indicate that the
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price reoptimizing interval is around 3 and 1.62uders, respectively. However, the micro
study mentioned earlier appears to suggest thajarity of Thai prices stay fixed for 9-12
months or longer (Chantanahom et al., 2004). Gawd&parameter for prices is also in line
with 0.859 estimated for the Malaysian economy ly, £lekdag, and Lall (2012).

For the indexation to past inflation rate, therasties show that it is more important
in wage-setting decision than in price-setting ssrvinent. Also worth pointing out is that

the extent of price indexation to past inflatioter@, =0.39) turns out to be in line with the

degree of inflation inertia &, =0.45) we found in the previous chapter. Despite th
differences in samples between the two chapteesestimates still pick up a significant but
moderate dependence of current inflation to its tagn

Regarding the monetary policy, the short-term egerrate is estimated to be
heavily dependent on its own lag, with the postemean as high as 0.95. This points out
the notable degree of interest rate smoothing enpiblicy framework. On the other hand,
output growth is shown to have negligible regamdsinterest rate consideration. The
dynamics of monetary policy is mainly driven by theput gap (0.15) and inflation (1.35)
concerns, emphasizing the stabilization objectivethe inflation-targeting framework
adopted in Thailand since 2000. This is notablgontrast with the finding of Smets and
Wouters (2007) for the US, where inflation and otitgprowth represent the main targets of

the Federal Reserves, consistent with its dual atasdf price stability and employment.
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Table 4-2 Prior Distributions and Posterior Estiasat

Parameters Prior Distribution Post.

(Mean, Stdv) Mean 90% Interval
Persistence in TFP shock p, Beta (0.500, 0.200) 0.8927 0.8266  0.962
...in Risk Premium p, Beta(0.500,0.200) 0.7969 0.5562 0.9826
...in Exo. Spending pgs Beta(0.500, 0.200) 0.7652 0.6375 0.8958
...in Invest. Tech p, Beta(0.500,0.200) 0.2839 0.0754 0.4736
...in Monetary Policy p, Beta (0.500,0.200) 0.3886 0.2094 0.5617
...in Price Markup p, Beta(0.500,0.200) 0.4312 0.0985 0.7683
...in Wage Markup p, Beta (0.500,0.200) 0.7657 0.6198 0.9148
MA in P Markup shock 6, Beta(0.500, 0.200) 0.7405 0.4469  0.9402
...in W Markup shock 6, Beta (0.500,0.200) 0.4910 0.2583 0.7348
Habit Persistence h  Beta(0.850,0.100) 0.5550 0.3979 0.7218
Elast. Consumption o. Norm(1.500, 0.375) 0.8765 0.6398 1.1095
Elast. for Labour supply ¢, Norm(2.000,0.750) 1.7312 0.6095  2.8447
Elast. Inve. Adjust Cost ¢ Norm(4.000, 1.500) 3.1747 1.5121 4.8574
Elast. Capital Utilization y  Beta(0.500, 0.150) 0.5702 0.3516 0.7842
Fixed Cost ® Norm(1.250,0.125) 1.6897 1.5283 1.8606
Calvo Prob. Wage ¢y Beta(0.500,0.100) 0.6628 0.5541 0.7748
Calvo Prob. Price ¢, Beta(0.500,0.100) 0.8289 0.7535  0.906
Indexation Wage 1, Beta(0.500,0.150) 0.6040 0.3853 0.824
Indexation Price 1, Beta(0.500,0.150) 0.3889 0.1415 0.6295
Exogenous Spending Pga Norm(0.500,0.250) 0.7873 0.5622 0.9943
Share of Capital a  Norm(0.370,0.500) 0.3314 0.2543  0.4079
Taylor rule R smoothing p  Beta(0.750,0.100) 0.9487 0.9297 0.9673
...Inflation r,  Norm(1.500,0.250) 1.3519 0.9857 1.6963
...Output gap r,  Norm(0.125,0.050) 0.1515 0.0822 0.2191
..-Output growth Tay Norm(0.125,0.050) 0.0455  0.0213  0.0682
SS Inflation g  Gam(0.650,0.100) 0.6805 0.5247 0.8347
SS Discount factor Bss Gam(0.250,0.100) 0.2565 0.0856 0.4112
SS Hours worked I,  Norm(0.000,2.000) 1.0607 -1.0872 3.1944
SS Growth Yss Norm(0.680,0.100) 0.5109 0.3870 0.6381
Standard Deviation of Shocks
TFP o, InvG(0.100,2.000) 1.5854 1.3182 1.8626
Risk Premium o, InvG(0.100,2.000) 0.2910 0.0862 0.5189
Exogenous Spending o, InvG(0.100,2.000) 1.5455 1.2938 1.7904
Invest. Technology o, InvG(0.100,2.000) 1.5673 1.1962 1.9594
Monetary Policy o, InvG(0.100,2.000) 0.0967 0.0771  0.1159
Price Markup o, InvG(0.100,2.000) 1.0594 0.8547 1.2675
Wage Markup o, InvG(0.100,2.000) 1.1480 0.8494  1.4395
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6.2 Dynamic Analysis

Impulse Response Functions

In order to learn more about the dynamics of DSGE model, we look at
the impulse response functions of the seven exagesbocks. As we have seen from the
posterior estimates, there are four key shocks hwhitve the fluctuations in our model
economy. We examine their impulse response funstafnthe following variablesy, c,
inve, wrepresent the output, consumption, investmenthady wage, respectively, while
labobsstands for labour hourgjnfobsfor inflation, androbs for short-term interest rate.
(Appendix 4-2 shows the impulse responses dfladervedrariables)

Productivity shock is expected to have a posiiimpact on the real variables,
particularly the output. When a TFP shock hits #aenomy, total production of goods
surges for the same units of inputs. The effect8FI? shock are shown in Figure 4-1. The
improved technology allows for larger productionvas! as an increase in both household
consumption and investment, a permanent rise uib thiet 20" guarter. On the flip side,
given the improvement in productivity, the sameeleof output can be enjoyed with an
increase in leisure hours, translating into a rédaan hours worked. Higher productivity
and larger supply of output in general also resullbwer inflationary pressure as evident in
the decline in inflation rate of about 0.03 percent

A shock to exogenous spending directly affectstdit@ output, leading to a strong
upward increase in output as shown in Figure 4{Bethings being equal, the upsurge in
output requires an increase in employment, indudatgpur to work longer hours. The

sharp increase in exogenous spending implies lileagdvernment may need to tax more or
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issue more bonds for financing, and this resulis imegative response in both consumption
and investment in our model. Overall, inflationgmgessure remains low despite the sharp

increase in output, as reflecting in the triviader®t in price levels.

Figure 4-1 Impulse Response Functions to Figure 4-2 Impulse Response Functions to
TFP Shock Exogenous Spending Shock
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A positive shock to investment-specific technolafock produces a notable and
permanent increase in investment, almost reachemgept growth rate, in Figure 4-3. The
strong rise in investment pushes an increase al taitput as well. Since the shock is
specific to investment and other things being aamstconsumption responds passively by
registering a negative growth.

The impulse response functions for the risk premsalock are shown in Figure 4-4.
An increase in risk premium affects both consummptamd investment Euler equations,
causing an upsurge in both variables. Larger discfactor implies less utility from future
consumption and stimulate current consumption. Jdmme goes for investment decision.
Therefore, total output rises, driving an incregsmflationary pressure on both prices and

wages.
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Figure 4-3 Impulse Response Functions toFigure 4-4 Impulse Response Functions to
Investment-Specific Technology Shock Risk Premium Shock
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Price markup shock produces impulse response anmggshown in Figure 4-5. An
increase in inflation about 0.5 percent resultsaidecline of about 0.5 percent in total
output and consumption. This implies a strong ri@t&ing impact of a sharp rise in price
on the entire economy. The lower production alstuges lower employment in the short
run. Given the heavy fall in both demand and prtéida¢the feedback rule requires a lower
interest rate.

Figure 4-6 displays the effects of an increase agevmarkup shock. As evident
from the graph, the rise of 2 percent in wage patshes the inflation to increase by 0.1
percent two quarters afterward. The positive impafct positive wage shock induces
households to consume and invest more. On thesifli@, other things constant, the rise in
wage allows households to work less, reflectinghm decline in hours worked. With the
rise in inflationary pressure, interest rate is eotpd to increase, reaching the peak at

around the 8 quarter after the initial shock.
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Figure 4-5 Impulse Response Functions Figure 4-6 Impulse Response Functions
to Price Markup Shock to Wage Markup Shock
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Figure 4-7 Impulse Response Functions to MogdRaticy Shock
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Given the posterior estimates of important fricipboth real and nominal, in the
model, we expect that the monetary policy wouldehaon-neutral impacts on the economy,
especially the real variables. From Figure 4-7, mvagoositive monetary policy shock hit
the economy, translating into a higher short-temerest rate of about 0.06 percent, the
other key variables, both nominal and real, regestea decline. Both output and private
consumption decline immediately by approximately @ercent but reach the troughs at the
4" and ¥ quarter, respectively. The impact on investmetrger, an immediate decrease

of 1 percent and the trough of 3 percent in tAe6arter after the shock. Inflation shows a
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relatively smaller response to the monetary poshgck, compared to the real variables,
with the largest decline of 0.06 percent in tffeq@arter after the shock. Wages also fall in
the face of higher interest rate, and this causedabour hours to sink to the trough of 0.6

percent at the'squarter after the shock.

Forecast Error Variance Decompositions

To further assess the dynamic impacts of the setreictural shocks, another tool
we adopt is the forecast error variance decompmsiti which allows us to see the
underlying drivers of the key variables’ dynamigge focus our analysis on the four real
variables, namely the output, consumption, investirand hours worked.

Figure 4-8 shows the variance decompositions arseifferent horizons, from the
first quarter to the infinite horizon implied aeti00" quarter. From the top left panel, the
main drivers of the variations in output are fromtho supply and demand sides: the
technology shock which affects production functaanwell as the exogenous spending and
risk premium shocks which influence the aggregamahd. Together, the three shocks
explain more than 80 percent of the output fluetunain the short run. Notice that the
strong effect of exogenous spending is rather dhvad, reducing more than half during
the first year, while the impact of monetary polmy the output variance comes with a lag,
only noticeable at the end of guarter onwards.

For consumption, the key drivers of its short-riuctuations are the risk premium

and price markup shocks, both of which affect thtertemporal choice and consumption

® Appendix 4-3 shows the complete tables of ForeEastr Variance Decompositions
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decision. As expected, the investment technologclsiieads the contribution on the in
private investment, particularly in the short ruith the effect of TFP picks up all through
the infinite horizon. Meanwhile, over the long raside for a larger influence of the risk
premium, the variation in labour hours is drivemast equally by the other six shocks.
Looking across the four real variables, we can nfeséhe relative impacts of the
monetary policy shock displayed by the black shdudg. Although not the largest shock
affecting these real variables, the monetary po#icgounts for approximately 7 percent
fluctuations in both output and consumption, anduali0 percent in investment and hours
worked, over the medium term. This again portrdyes gignificant but moderate role of

monetary policy in explaining the real variables.

Figure 4-8 Forecast Error Variance DecompositioR@4l Variables
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6.3 Sensitivity Analysis

In this exercise, we aim to show the effects ahefsiction on the model’s overall
performance as indicated by the (log) marginallilkeed measure. This helps point out
which friction is important in the model, which oisenot, and to what extent.

The experiment performs Bayesian estimation obtheeline model using the same
data set, but with the modification of the priostdbution of the friction of interest.
Particularly, following Smets and Wouters (2001 prior mean as well as the variance of
the friction are lowered by a substantial amourgrtalate the impact of shutting down that
friction channel. This process is carried out facke individual source of friction, and the
resulting changes in the log marginal likelihoodnael as posterior estimates of behavioral
parameters are reported in Table 4-3.

The baseline estimation is shown in the (1) coluwith the log marginal likelihood
of -716.7. Note that the larger the log marginkelihood can be translated as the better the
performance of the model, especially in terms dfaftsample predictive ability. Therefore,
from the table, it is evident that the investmedijuatment cost, represented ¢y is the
most important friction for this model, given th&@al data. By significantly reducing the
prior mean ofp in column (7) to 0.1, the log marginal likelihooalcés a sharp fall by 54.
With extremely low investment adjustment cost, éiséimation picks up a relatively large
investment-specific technology shock, reflectednicreased standard deviatios, ) and
persistencep(,).

For the other real frictions, if taking away theefl cost in production, the model

will face a marginal likelihood loss of 18 in logam scale. Nonetheless, a big cuts in habit
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formation parameter and the capital utilizationuatihent cost do not produce noticeable
effect on the model's performance. In other wottle, model is only marginally improved
by including these frictions.

Turning to nominal rigidities, the column (2)-(3he price and wage stickiness
parameters (the Calvo probabilitiggndé¢,) are important to the model as leaving out
either of them will result in a lower log margindelihood of about 20. Again, pulling
away the frictions in prices and wages automawqalish up the variances and persistence
of their respective shocks. The addition of indexatof wages to the past inflation,)
marginally improves the model's performance, but tiee indexation of prices to past
inflation ().

Looking at the posterior estimates of the Taylde racross the 9 columns, it can be
seen that the inflation consideration and the @serate smoothing component always turn
out important, no matter which set of frictions ameluded in the model. However, the
output gap concern is highly sensitive to the esicl of price and wage stickiness. That
means if one believes that the central bank coscaoout the output gap stabilization, both

price and wage stickiness should be featured imih@el economy.
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Table 4-3 The Effects of Dropping Frictions on Mag] Likelihood

Model (1) @ © (4) (5) ® O 6
Baseline NoPrice NoWage NolndexP NoIndexW  NoHabit Nolnve NoCapU NoFixed
§=01  §,=01 1,=01 4,w,=01 h=01 =01 =099 &=11

Log

Marginal -716.7 -7367 -7336 -7143  -7237 -7181 -7708 -7184 -7352

Likelihood

Parameters Posterior Mean
Pa 0.893  0.979 0.969 0.883 0.905 0.949 0.982 0.921 140.9
Py 0.797 0.904 0.918 0.768 0.851 0.900 0.896 0.874 410.8
Pg 0.765 0.772 0.806 0.776 0.774 0.906 0.973 0.749 760.7
Pq 0.284  0.392 0.389 0.294 0.283 0.324 0.890 0.262 940.2
Pm 0.389 0.278 0.268 0.403 0.375 0.231 0.173 0.386 680.3
Pr 0.431 0960 0.815 0.505 0.421 0.303 0.237 0.465 010.5
Pw 0.766  0.938 0.939 0.770 0.760 0.770 0.732 0.741 530.7
Hp 0.741  0.147 0.439 0.767 0.800 0.768 0.379 0.793 260.8
0, 0.491 0.445 0.210 0.487 0.495 0.455 0.494 0.482 780.4
(0] 3.175 3.606 5.064 3.335 2.926 3.0790.100 2.761 3.131
h 0.555 0465 0.390 0.576 0.530 0.100 0.184 0.472  0.552
Y 0.570 0.720 0.648 0.546 0.589 0.688 0.7600.990 0.670
O¢ 0.877 0.876 0.936 0.888 0.843 1.346  1.337 0.841 960.6
oy, 1.731 1.551 0.726 1.675 1.766 1.205 1.352 1.246 841.9
Ew 0.663 0.472 0.100 0.651 0.653 0.603 0.669 0.670 0.682
fp 0.829 0.100 0.539 0.826 0.832 0.843 0.918 0.838  0.907
Ly 0.604 0.720 0.531 0.600 0.100 0.616 0.618 0.596 0.604
lp 0.389  0.692 0.484 0.010 0.409 0357 0.231 0.361  0.365
) 1.690 1.807 1.657 1.686 1.588 1.738 1.657 1.657.100
o 1.352 1.494 1.524 1.326 1.317 1.395 1.654 1.380 601.3
p 0.949  0.907 0.888 0.948 0.948 0.938 0.927 0.952 49%0.9
LY 0.152 -0.058 -0.053 0.148 0.154 0.161 0.093 0.157.16@
Tay 0.046  0.086 0.098 0.044 0.047 0.062 0.105 0.077 620.0

Stdev. of shocks
Oq4 1.585 1.480 1.598 1.595 1.667 1535 1.603 1562 8%2.2
Op 0.291 0.065 0.056 0.330 0.239 0.175 0.090 0.195 490.2
Gy 1.546 1.548 1.541 1.562 1.533 1559 1574 1553 1915
Oy 1.567 1.595 1.565 1.558 1.571 1.884 9.244 1.623 341.5
Om 0.097 0.115 0.121 0.097 0.095 0.100 0.146 0.109 020.1
O 1.059 2.766 0.897 1.204 1.075 1.073 1.035 1.091 751.0
Oy 1.148 1.529 8.953 1.162 1.248 1.316 1.2357 1.147 1091.
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6.4 Forecast Performance

As mentioned in the Section 5 on methodology, Bagesian approach combines
the data density (likelihood function) with the qridistributions, and in the process of
obtaining the posterior estimates it also calcslatee marginal likelihood. The marginal
likelihood (or marginal data density) can be usedmneasure the model fit and out-of-
sample forecast performance, providing researchvéls a basis for comparing different
model specifications. In this exercise, we carry an assessment between our DSGE
model and Bayesian Vector Autoregressive (BVAR) alsdf different lags.

The Bayesian VARs are constructed by employingstree data set of seven time
series during 2001-2014, as described in Sectiasibg the Minnesota priors proposed by
Sims (2003), as shown in detail in Villemot (2012)his set of priors consists of
“hyperparameters” which control the characterisacsl probabilistic distributions of the
coefficients such as the tightness (variance) ¥am and other variables’ lags and the speed
of decay of the variance as the number of lagseas®s, to name a few. The Bayesian
approach imposes this set of priors on the unotsttiVARs, and in effect, it ‘shrinks’ the
parameters the VARs. For more detail of the BVARdele and its estimation in Dynare,
refer to Ciccarelli and Rebucci (2003) and Villen2912).

We show the comparison of our DSGE and BVAR modetdifferent lags in Table
4-4, using the marginal likelihood as the measoreofit-of-sample forecast performance.
By varying the lag length for BVARS, it is evidethiat BVAR(7) outperforms its own peers
and our DSGE model in terms of predictive powerwdeer, it is also noteworthy that our

DSGE model, despite its complicate structures aadymmestrictions, can still compete well

100



with BVARs of the first four lags. This competitiyerformance of DSGE as opposed to

BVARSs is consistent with the findings documentedsmets and Wouters (2007) using the

US data.

Table 4-4 Comparison of Forecast Performance

Log Marginal
Likelihood
DSGE -716.6580
BVAR(1) -721.3807
BVAR(2) -723.9766
BVAR(3) -745.0199
BVAR(4) -743.2735
BVAR(5) -706.0485
BVAR(6) -704.5803
BVAR(7) -688.2697
BVAR(8) -698.5236

Note: Both DSGE and BAVR(p) are computed based on the same dat
set (i.e. the seven time series described in Section 5). BVAREDH
the Minnesota priors as proposed by Sims (1996) as explamned

Villemot (2012).
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7. Conclusions

This study seeks to identify and analyze the ingpaétmonetary policy shock on
the Thai economy. In doing so, we adopted the nmediized New-Keynesian DSGE
model as proposed by Smets and Wouters (2007),hwikatures both nominal and real
frictions, in addition to a set of seven structiglabcks. This setup of the model economy is
designed taking into account the observed rigslitiereal world such as the less than fully
flexible contracts in price- and wage-setting tpet¢vent both to respond to changes in
markups, or the habit of consumption. With thesgifms, we expect to show non-neutral
effects of monetary policy on real variables.

In order to evaluate the DSGE model, we employ Biayeapproach by combining
information from both the data and our initial leédi regarding the model parameters. The
posterior results reveal several important poietgarding behavioral parameters and the
structural shocks. Investment adjustment cost ipomant while habit persistence in
consumption and capital utilization rate adjustmeost are found to be significant but
moderate. The habit parameter is smaller in madeias opposed to the earlier calibration
work by Tanboon (2008) but in close vicinity to testimations for US and the EU area.
Calvo probabilities in price and wage settings sjghat the average duration of price and
wage contracts in the economy are about 5 and Begsarespectively. Indexation to past
inflation is important for wage but has a compadti limited role in price setting. We
identified that the shocks with the largest vararaze TFP, exogenous spending, and

investment-specific technology shocks.
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From the parameters in the modified Taylor rule,skiow that the monetary policy
in Thailand places a strong emphasis on inflatian,finding consistent with the
implementation of inflation targeting framework &n2000. In maintaining the economy’s
stability, output gap is also another importantssderation of interest rate consideration,
which is reassured by the posterior estimate. Qupmwth has a limited role in monetary
policy decision as implied by the framework as vaslby our model. A notable degree of
interest rate smoothing is also observed.

Furthermore, monetary policy has a moderate bghifstant impact on the
economy. From the impulse response functions, we kaown how the dynamics of the
monetary policy shock unfold in the economy. Camesiswith our expectation, an increase
in short-term interest rate produces an immediatdirte not only in the inflation but also
in all real variables: output, consumption, investiy and hours worked. The peak effect of
the higher interest rate is felt in output at tffeqtiarter, consumption and inflation at the
3 quarter, while the lags are relatively longeriforestment and labour hours 4t &nd %'
guarter, respectively.

The non-neutrality of monetary policy is furthecoefirmed by the forecast error
variance decompositions of the four real variablesich suggests that over the medium
terms the monetary policy shock accounts for thpeitent fluctuations in output and
consumption, and as large as 10 percent in invedgtams labour hours.

Using marginal likelihood as an indicator of modél in terms of forecast
performance, we experiment with dropping each itwctin the model and identify that

investment adjustment cost significantly contribtwethe model’'s overall performance,
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while the price and wage stickiness are more ingmbihan the indexation of prices to past
inflation rate. The comparison of forecast perfanoce also points out that our DSGE
model, despite the strong restrictions, can competé with the purely empirical BVAR
models up to the first four lags. This allows usctnclude that the medium-sized NK-
DSGE can describe the Thai data as good as BVARstlaat the sound theoretical

restrictions do not require compromising on model f
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Appendix 4-1 Prior vs Posterior Distributions
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Appendix 4-2 Impulse Response Functions of Observids
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Appendix 4-3 Forecast Error Variance Decompositions

Output Q1 Q4 Q8 Q12 Q16 Q20 Q100
TFP 50.52 48.86 51.54 53.75 55.35 56.40 58.24
Risk Premium 19.47 29.93 28.93 26.45 24.87 24.03 22.89
Exogenous Spending 18.75 8.04 4.77 3.75 3.36 3.19 2.99
Investment Tech. 3.54 3.64 2.95 2.54 2.34 2.26 2.26
Monetary Policy 2.49 5.63 6.93 6.96 6.75 6.57 6.21
Price Markup 4.70 3.43 4.55 6.16 6.83 6.99 6.78
Wage Markup 0.54 0.46 0.34 0.40 0.49 0.56 0.62
Consumption Ql Q4 Q8 Q12 Ql6 Q20 Q100
TFP 21.17 34.00 44.35 49.16 51.78 53.25 57.48
Risk Premium 51.57 42.88 34.33 30.41 28.52 27.51 23.03
Exogenous Spending 3.83 4.02 3.88 3.76 3.66 3.54 2.55
Investment Tech. 0.61 1.19 1.32 1.26 1.32 1.50 2.72
Monetary Policy 5.48 7.00 6.93 6.41 6.04 5.86 6.06
Price Markup 17.10 10.51 8.59 8.32 7.95 7.60 7.24
Wage Markup 0.24 0.39 0.58 0.69 0.73 0.73 0.92
Investment Q1 Q4 Q8 Q12 Q16 Q20 Q100
TFP 9.65 22.11 32.67 38.68 42.25 44.25 46.18
Risk Premium 32.44 39.79 36.01 31.40 28.54 27.14 26.27
Exogenous Spending 0.33 0.72 0.95 1.02 1.05 1.05 1.06
Investment Tech. 48.26 24.37 13.75 10.02 8.54 7.93 7.55
Monetary Policy 5.98 9.86 10.63 10.04 9.40 8.97 8.40
Price Markup 3.22 3.01 5.67 8.22 9.36 9.65 9.42
Wage Markup 0.12 0.14 0.32 0.61 0.85 1.00 1.12
Hours worked Ql Q4 Q8 Ql2 Ql6 Q20 Q100
TFP 30.69 18.19 14.27 13.49 13.41 13.39 20.45
Risk Premium 24.80 42.87 44.68 42.68 41.73 41.60 38.45
Exogenous Spending 30.62 17.18 13.14 11.75 11.28 11.10 9.47
Investment Tech. 5.52 6.10 5.33 4.84 4.72 4.77 4.90
Monetary Policy 3.08 8.10 11.13 11.63 11.52 11.39 10.45
Price Markup 3.92 5.20 7.86 11.26 12.58 12.83 11.85
Wage Markup 1.36 2.36 3.58 4.35 4.76 493 4.44
Real Wage Q1 Q4 Q8 Q12 Q16 Q20 Q100
TFP 1.35 4.67 9.85 14.53 17.94 20.21 26.40
Risk Premium 13.61 25.68 27.42 26.10 24.98 24.32 22.84
Exogenous Spending 0.61 0.73 0.51 0.42 0.41 0.41 0.44
Investment Tech. 0.25 0.58 0.60 0.54 0.52 0.53 0.81
Monetary Policy 2.24 6.09 8.31 8.69 8.55 8.37 7.89
Price Markup 20.92 8.54 9.64 11.75 12.56 12.67 11.87
Wage Markup 61.02 53.71 43,68 37.96 35.04 33.49 29.75
Inflation Ql Q4 Q8 Q12 Q16 Q20 Q100
TFP 0.38 0.37 0.39 0.41 0.42 0.42 0.51
Risk Premium 1.03 1.81 2.42 2.62 2.78 2.92 3.25
Exogenous Spending 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Investment Tech. 0.00 0.00 0.00 0.01 0.02 0.02 0.03
Monetary Policy 0.33 0.53 0.78 0.84 0.86 0.87 0.97
Price Markup 97.33 96.07 94.87 94.51 94.31 94.15 93.62
Wage Markup 0.91 1.21 1.53 1.59 1.60 1.61 1.62
Interest rate Q1 Q4 Q8 Q12 Q16 Q20 Q100
TFP 20.05 15.20 13.93 13.81 13.87 13.97 15.78
Risk Premium 42.34 49.37 52.69 54.55 55.29 55.47 53.64
Exogenous Spending 2.51 1.54 1.22 1.13 1.10 1.09 1.00
Investment Tech. 0.59 0.76 0.81 0.81 0.80 0.80 0.89
Monetary Policy 24.74 15.02 10.41 9.04 8.61 8.49 8.79
Price Markup 7.70 15.53 17.93 17.41 17.01 16.82 16.59
Wage Markup 2.08 2.58 3.01 3.24 3.34 3.37 3.31
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Appendix 4-4 Optimal Monetary Policy Responses

The following charts provide the comparison of iffiierest rate responses to shocks
as implied by the estimated model (Baseline) ardoiitimal policy, shown in the dashed
and solid lines, respectively. We solve for theimapt monetary policy responses based on
the social planner’s problem that aims to minintlze intertemporal loss function. The loss
function has a quadratic form and consists of tmauts, the deviations from targets of

output gap and inflation. ((Adjemian et al., 208dolfson et al., 2008; Nakornthab, 2009)
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CHAPTER 5
CONCLUSIONS

This dissertation focuses on identifying and analyzhe dynamic impacts of the
monetary policy in Thailand, based on the estim&ted-Keynesian DSGE models. The
first DSGE model in Chapter 3 of our analysis feagua parsimonious specification with
sticky price from the monopolistic competition stiwre as the only rigidity in the economy,
while the second model in Chapter 4 takes on agnskte set of frictions that includes not
only price and wage stickiness, but also realibmg in consumption and investment. We
perform Bayesian estimation of both models to gasights about the deep parameters
governing behaviors of economic agents as well rasvimg the dynamic impacts of
structural shocks. We also identify which frictisymodel-improving and which one is not,
as well as compare the forecast performance aéstimated DSGE with BVAR models.

The first model with price stickiness @hapter 3 shows that the short-term interest
rate shock induces non-neutral real responses.atticplar, the output measures and

inflation decline after a positive interest ratoch Based on the variance decomposition,

109



we conclude that although smaller than the preteresinock, the interest rate shock is of
significant influence in explaining the output grtbvwariation.

The lagged output gap and inflation added toBaseline modedre estimated to be
significant and shown to improve the forecast pantnce of theModified modelimplying
the empirically important role of the backward-laak behaviors in households’ and firms’
decisions. This becomes the basis for our secorakehwehich explicitly incorporates more
frictions into the structure, and hence allowing fieore roles of the lagged nominal and
real variables in the economy such as habit foonaand investment adjustment cost.

We also discover the significant but moderate degfeinflation inertia ¢,;) in the
Phillips curve, implying that inflation is relatilye responsive to other shocks. If the
inflation is highly inertial, it would take more tans of the central bank and well in
advance in order to accumulate and move the cumdation. Nevertheless, this small
NK-DSGE model is outperformed by the BVARSs in expilag the Thai data, motivating us
to work with a richer model in Chapter 4.

In Chapter 4 based on the model of Smets and Wouters (200€),ptsterior
estimates of the behavioral parameters help enhanceinderstanding of the economy,
particularly on the nominal and real frictions. Vdagnd price stickiness parameters, the
Calvo probability in resetting wage and price caats, stand at about 0.7 and 0.8, implying
the average contract duration of around 3 and Stepsarespectively. Interestingly, the
degree of price indexation to past inflation alsmplies a moderate degree of inflation

inertia (t,), consistent with the finding in Chapter 3.
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The habit formation in consumption is estimatedéanoderate and slightly smaller
than the range of findings in the US and the Euea.aNote also that this habit parameter
reflects the consistency with the parameter forldgged output gap in the IS equation of
Chapter 3. The important investment adjustment costicates the significant
responsiveness of the investment to the real \@fleapital.

In the Chapter 4, with the interactions of a larget of frictions and structural
shocks, the monetary policy shock plays a smatieyr compared to the previous chapter.
The three largest shocks in the second model iecllEP, exogenous spending, and
investment-specific technology shocks, while monetaolicy shock has the smallest
dispersion. Nonetheless, the variance decomposiinatyses reveals that the interest rate
shock accounts for 7 percent fluctuation in outantl consumption, and as large as 10
percent in investment and hours worked.

From impulse response functions, the magnitude @mihg of responses to
monetary policy are revealed: one standard dewviaith@rease in interest rate brings a
decline in the output as well as consumption andstment, at 1 percent (Q4), 0.6 percent
(Q2), and 3 percent (Q6), respectively. Clearlyestment is the most responsive among
the GDP components, consistent with the VAR findifigy Thailand as well as Japan and
the Euro area (Dacharux (2012), Disyatat and Varsgskul (2003), Fujiwara (2003), and
Peersman and Smets (2001)).

Focusing on the feedback rule, consistently adoosis Chapter 3 and Chapter 4, it
is evident that monetary policy in Thailand is sglty motivated by inflation and output

gap stabilization objectives in line with the Inftan Targeting regime, and their instrument,
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the short-term interest rate, has the power to dadoon-trivial impacts on the key
macroeconomic variables as discussed above. Fqt€hd interest rate smoothing is also
identified as a significant component of monetaofiqy decision, implying the central
bank’s desire/practice to avoid large and fast mw@s in the short-term interest rate, also
consistent with the findings for the conduct of ratamy policy in Malaysia and Korea (Alp,
Elekdag, & Lall, 2012; Alp, Elekdag, & Lall, 2011).

The long lags of monetary policy impacts (2-3 ogewrtfor consumption and
inflation, one year for output, and 6 quarters ifmvestment) coupled with its gradual
approach in adjusting interest rate indicates that central bank needs to act well in
advance in order to achieve the desired outcomth@rkey variables of interest. In this
junction, it also puts a strong emphasis for thetre¢ bank to continually and closely
monitor the economic outlooks in order to formuldie appropriate strategy.

Compared to the monetary policy, the exogenous dspgn i.e. the public
expenditure, has a more profound and immediate rdther short-lived impacts on the
economy. One-time one standard deviation increagaublic expenditure, as our second
model implies, drives up output (1.5 percent) antpbleyment (1 percent) immediately,
while the inflationary pressure remains mostly imeck. However, given the rational
expectation on the part of households, the govenhsimulus of such form is shown to
impose a crowding out effect on both consumptiod awvestment, and thus should be
employed with cautions. Besides, as the variancerdpositions uncover, the effects of the
exogenous expenditure shock fade off rather qujakigucing more than half at the end of

the first year.

112



Given the Bayesian approach we adopt in estimatiegNK-DSGE models, the
sensitivity analysis allows us to make empiricati@asions regarding the nominal and real
frictions in the NK-DSGE models for Thailand. Weemdify that the inclusion of
investment adjustment cost and fixed cost, as alprice and wage stickiness notably
improve the model’'s overall performance, while thelusion of the price indexation to
past inflation has a reverse effect. This providegsconfirmation for most of the frictions
included in the model and at the same time infouture researchers of the important
ingredients of model-building for Thailand.

Last but not least, in the Chapter 4, based orcatmulation of marginal likelihood,
the comparison of fitness to data shows that thienated medium-sized DSGE model,
despite the strong theoretical restrictions, campete well with the purely empirical
BVAR models up to the first four lags, using thensaset of data. Although BVAR of
seven lags offers the best fit, its long lags pgteater requirement on the data, which may
not be affordable by most emerging economies. @nather hand, by employing the
medium-sized NK-DSGE, which takes into accountch get of real world’s rigidities and
frictions, we offer coherent explanation of the mmmy without compromising on its

predictive power.
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