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A Slacks-based Malmquist Productivity Index

Kaoru Tone*

Abstract

We propose a new Malmquist productivity index using non-radial
slacks-based measures of efficiency. It differs from the traditional one
using the radial measure in the definition of the distance function
employed. We utilize a weighted [;-norm for this purpose that enables
us to account non-radial slacks in the index. Also, we employ an
“exclusive” policy for evaluating a decision making unit with respect
to a group of evaluators, so that sharp identification of the catch-up
effect, as well as the frontier shift can be obtained. We discuss the
rationale of the new index by comparing it with the radial one.

Keywords: DEA; Malmquist productivity index; non-radial mea-
sure; slacks; non-parametric method

1 Introduction

We present a new Malmquist productivity index using non-radial slacks-
based measures of efficiency. Most non-parametric Malmquist indices pro-
posed so far utilize radial measures in implementation. The radial measures
have a common shortcoming: their neglect of slacks. In an effort to overcome
this shortcoming, the author has developed two measures: the slacks-based
measure of efficiency (SBM) (Tone (2001a)} and the slacks-based measure
of super-efficiency (Super SBM) (Tone (2001b)). The former corresponds to
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the CCR model (Charnes, Cooper and Rhodes (1978)) and the latter to the
super-efficiency model by Andersen and Petersen (1993) in the radial mea-
surement framework. Using the SBM and super SBM models, we formulate a
new Malmquist index. As another feature, we employ an “exclusive” scheme
for evaluating a decision making unit (DMU). This policy means that when
we evaluate the efficiency of a DMU with respect to a group of DMUs, we
always exclude the concerned DMU from the group. Hence, the examinee
or target DMU is definitely separated from the evaluator group. In doing
s0, we can be free from the upper bound of efficiency scores which usually
take the value 1 for efficient DMUs, and thus we can discriminate between
efficient DMUs. The effect of this scheme appears in the evaluation of the
Malmgquist index, resulting in sharp identification of the catch-up effect and
frontier shift.

The rest of the paper is organized as follows. Section 2 summarizes the
SBM and Super SBM models. The new Malmquist index is introduced in
Section 3. Then the rationale of the new index will be discussed in Sec-
tion 4. Extensions to the output-orientation and to variable returns-to-scale

environments will be presented in Section 5.

2 Slacks-based Measure of Efficiency

In this section, we will briefly survey the slacks-based measure of efficiency
(Tone (2001a), Cooper, Seiford and Tone (2000)) and the slacks-based mea-~
sure of super-efficiency (Tone (2001b}), putting emphasis on the input-oriented

case.



2.1 Slacks-based Measure (SBM) and Super SBM

We consider a set of n Decision Making Units (DMUs) called “evaluator”
which is described by the input and output matrices X = (z;;) € R™*™ and
Y = (y;;) € R**", respectively. So, we suppose n DMUs with m inputs and
- s outputs. In addition, we have a “examinee” or “target” DMU denoted
by (®,,y,) with , € R™ and y, € R°. The target DMU (z,,¥,)} is not a
member of the evaluator group. However, this does not exclude the possibility
that some evaluators coincide with the target by chance. We assume that
X >0 and z, > 0.

In order to evaluate the efficiency of the examinee (x,, y,), we formulate
the following linear programming problem with variables A € R*, s~ € R™
and st € R*:

. ‘
SBM)  pf = min pr=1- 3 s7/o (1)
i=1
subject to ©, = XA+s~
y, = YA—st

A > 0,8 >0 s">0.

If [SBM-I] has a finite minimum p}, then (z,,%,) belongs to the production
possibility set P spanned by the evaluator group. From the assumption
X > O and =z, > 0, it holds

O0<p; <L

The score p} is units invariant. If [SBM-I] has no feasible solution, the
examinee (x,,y,) is positioned outside P. In this case, we solve the following
problem [SuperSBM-I]:
1 m
[SuperSBM-I] & =mind; =1+ — > 87 [ Tio (2)

i=1



subject to ®, > XA — s~
Yo S YA
A>0, s >0.
[SuperSBM-I| always has a finite optimum &7 ( > 1).
Now we will observe how the slacks-based measure relates to the radial
measure of efficiency and reduces the score by accounting the slacks. The

typical radial measure evaluates the efficiency of DMU (z,,¥,) by solving

the following problem:

[CCR-I] 67 = min 6 (3)
subject to Orx, = Xp -+t~

Yy, < Yp-—tt

pw > 0, >0 tF>0.

In this case we assume that DMU DMU (z,, y,) is included in the evaluator
group (X,Y). Let an optimal solution of [CCR-I] be (8%, u*,t7*,¢™). Then
we have:

Theorem 1 (Tone (2001b)) The CCR-I model returns the same efficiency
score 8% for any DMU represented by (x, — at™/0%,y,) for the range 0 <
a<l1.

This contradicts our common understanding that a reduction of input values
usually increases efficiency. Specifically, we have the following relationship
between the optimal SBM-I and CCR-I scores.

Theorem 2 (Tone (2001a)) The optimal SBM-I p} is not greater than the
optimal CCR-1 07 and it holds

£ 3 * 1 = —
PISQI——E T (4)
m

i=1



The radial super-efficiency measure (Andersen and Petersen (1993)) can
be obtained by solving [CCR-I] under the condition that (z,,y,) is CCR-
efficient and is excluded from the evaluator set (X,Y). We call this model
[SuperCCR-I]. Then, we have the following inequality between the optimal
values of [SuperSBM-I] and [SuperCCR-I].

Theorem 3 (Tone (2001b)) The optimal value 8} of [SuperSBM-I] is not
greater than the optimal value 0% of [SuperCCR-1] and it holds:

* * a* — —%
(SI 361’—_’th /.'L'z'o, (5)
m i=1
where o* is defined by
o = min{w—rt-_*)&lt;'*>0} (6)
= 0 ifs*=0.

The above theorems characterize the difference between the two approaches
and demonstrate that the radial measures overestimate efficiency by neglect-

ing slacks. Furthermore, we have

Theorem 4 (i) The optimal p} of [SBM-I| increases strictly in any decrease
of the input x, as long as [SBM-I] is feasible, and (ii) the optimal 6} of

[SuperSBM-I] increases in any decrease of the input x,.

(See Appendix A for a proof.)
As to the output y,, since an increase of y, reduces the feasible region of
[SBM-I] as well as [SuperSBM-I], the following theorem holds.

Theorem 5 (i) The optimal p} of [SBM-1] increases in any increase of the
output y, as long as [SBM-I] is feasible, and (ii) the optimal 6} of [SuperSBM-

I] increases in any increase of the output y,.
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2.2 Dual Problems

We observe the dual problems of [SBM-I] and [SuperSBM-I], and present

their economic meanings.

2.2.1 Dual SBM-I

The dual LP problem corresponding to the input-oriented [SBM-I] (1) is

expressed, v € R™ and u € R® as variables, as follows:

[DSBM-I] 7* = maxm =1+ uy, — v, (7)
subject to —vX +uY < 0 (8)
1
> — o
v > Lnje) ©)
u > 0, (10)
where the notation [1/x,] designates the row vector (1/21,,...,1/Zmo)-

The dual variables v and © can be interpreted as the virtual costs and
prices of input and output items, respectively. The dual problem aims to
find the optimal virtual costs and prices for the examinee DMU (z,,¥y,) so
that it maximizes the profit uy, — vz, under the condition that the profit
does not exceed zero for any evaluator DMU (z;,y,). From condition (9),
the optimal profit of the examinee is not greater than zero and hence the
optimal objective value 7* is at best one. This interpretation of the dual
problem gives a sound economic meaning for the SBM model. It contrasts to
the ratio maximization operation of the CCR model (Charnes et al. (1978)),
where the virtual cost v and price © are determined so that it maximizes the
ratio wy,/ve, under the condition that the ratio uy;/vz; does not exceed
one for every (z;,y;) including the examinee (z,,y,). We are dealing with

the virtual profit instead of the virtual ratio of the CCR model.



2.2.2 Dual SuperSBM-I

The dual LP to [SuperSBM-I] (2) can be described as:

[DsuperSBM-I] 7* = max7m =1+ uy, — vz, (11)

subject to —vX +uY < 0 (12)
1

v < E[l/mo] (13)

u > 0 (14)

We can give a similar interpretation to the above expression as with the
[DSBM-I] case. In this case we maximize the virtual profit of the examinee
while keeping that of evaluators non-positive. So we seek the virtual costs and
prices that discriminate the examinee against the evaluators at maximum.
The condition (13) ensures va, < 1, and hence the optimal 7* is not less

than one.

3 A New Malmquist Productivity Index

The Malmquist productivity index was introduced by Malmquist (1953), and
has further been studied and developed in the non-parametric framework
by several authors, e.g. Caves, Christensen and Diewert (1982), Fére and
Grosskopf (1992}, Fare, Grosskopf, Lindgren and Roos (1994), and Thrall
(2000). Typically, it is expressed by a geometric mean of two indices rep-
resenting the productivity change between two periods ¢ and ¢ 4+ 1. Each
index indicates progress or regress in productivity as measured by the cor-
responding two period technologies. In order to develop a new Malmquist

index using slacks-based measures, we employ the following notation:
(Y)Y, (20,9,)2), (1=t t+1and tp =1, t+1). (15)
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This implies the distance between the production (X,Y’) at the period ¢; and
the DMU (x,,y,) at the period ¢;. The distance is measured as a slacks-
based I,-norm as follows. First we measure the distance between (z,,y,)"
and (X,Y)" by using the [SBM-I] (1). In the case t; = t;, we exclude the
DMU (z,,y,) from the evaluator group (X,Y). If the distance is finite,
we define this as 6((X,Y)", (z,, y,)?). Otherwise if [SBM-I] is infeasible,
ie. (zo,y,)" is outside (X, Y)™, then the distance is evaluated by the [Super-
SBM-I] model (2). Using this notation, the Malmquist index for the DMU
(0,Y,) is defined by:

S(X, V) (@0 yo)*) | O((X, V)™, (20, 90)* )]
(Y @) (V) oy |
In the similar way as Fare et al. (1994), we decompose M(x,,y,) into the

M(z,,y,) = (16)

catch-up term and the frontier shift term as follows:

M(woi yo) = Cx F, (17)
5((X, V), (@0, 4,)t+Y) .
(K7, @0y (18)
X, Y 1/2

é
LY (@0 w)) S Y (20wt
F o= 56T, o we)) 505G D, oy )

The term C indicates the catch-up effect of the DMU (z,,y,), while the term
F the frontier shift for the DMU (z,,y,) between the two periods.

where C =

4 Rationale of the New Index

We will discuss rationale of the proposed new index in this section.

4.1 Radial or Non-radial?

We utilize the non-radial approach, although the majority of DEA literatures,

especially those related with the Malmquist index, are radial-oriented. The
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exceptions are Grifell-Tatje, Lovell and Pastor (1998), and Thrall (2000).

Reasons for this approach are as follows.

1. As is well known, the radial measures in DEA neglect the existence
of slacks. If slacks are free disposal in economy, they should be duly
appreciated. However, in many situations, this is not the case: large
slacks indicate inefficiency. On the other hand, non-radial approaches,
e.g. Tone (2001a, 2001b), account slacks, and efficiency scores drop

from those of radial ones by accounting slacks.

2. One of the reasons why non-radial approaches have not had justifiable
position is that they have no economic interpretation (Forsund (1998,
page 31)). However, as we have pointed out in Section 2.2, their dual
problems play the role of maximizing virtual profits. This corresponds
to the maximizing operation of the ratio scale (virtual output vs. virtual

input) in the radial cases, and justifies their economic interpretation.

3. As is seen from Theorem 4, the optimal values of the input-oriented
SBM and Super SBM are monotone decreasing with respect to input
increase. In the radial approaches, these important features cannot

always be expected. (cf. Theorem 1.)

4. The radial measure uses an input distance function d(z,y) defined in

such a way as:
' d(z,y) = min{f |0z € L(y)},

where L(y) represents the set of all input # which can produce the
output vy, i.e. L{y) = {x | = can produce y}. Hence proportional

changes in inputs play a central role. The non-radial approach, instead,



deals with non-proportional change in inputs using a slack vector s~ (>
0), such that
xz — s~ € L(y).

It is evident that the latter includes the former, and it can be applied

to analyze actual production correspondences with flexibility.

4.2 Inclusive or Exclusive?

There are typically two stances in evaluating the performance of DMU (z,, y,).
One is to evaluate it among the DMUs including it and the other excluding

it. Our approach belongs to the latter. The reasons are:

1. When we compare a DMU in the period ¢ (¢ + 1) with the set of DMUs
in the period ¢ + 1 (¢), we apply the latter approach, i.e. exclusive.
If the DMU in time ¢ lies in the relative interior of the production
possibility set spanned by the set of DMUs in time ¢ 4 1, the score of
the DMU is less than one. Otherwise the score takes the value greater
than or equal to one. Thus, no upper bound is set to the score a priori.
Similarly, there is no reason why we cannot employ the same policy
when evaluating a DMU with respect to the set of DMUs in the same
period. If we apply the “inclusive” policy, the upper bound is one, and
we cannot discriminate superiority between the efficient DMUs. The
“exclusive” model enables this discrimination. The dual problem (11)

gives support to this approach, too.

2. To be more specific, we explain this situation using the M(z,,vy,) in
(17). The catch-up term C as expressed by (18) is the ratio of two mea-
sures §((X,Y) L, (zo, ¥,)t 1) ws. 8((X, Y)Y, (20, ¥,)t). If both (z,,y,):
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and (z,,y,)*! are efficient with respect to ¢ and ¢ + 1 technology, re-
spectively, then the traditional measure assigns one to their efficiency

and hence C, their ratio, turns out to be 1.

C1(8.5)
®

Output

Frontier 2

2 k Frontier 1 .81(5.2)

Input

Figure 1: Three DMUs in Two Periods

However, consider the case depicted in Figure 1, where we have three
DMUs, A, B and C with a single input and a single output in two
periods 1 and 2. For example, A2 indicates DMU A in the period 2.
From the figure we can see that, under the constant returns-to-scale
assumption, DMU A has advantage against their competitors B and
C in both periods. However, the degree of superiority decreased in
the period 2 compared with that in the period 1. In short, DMU A

is caught by its competitors. The traditional radial Malmquist index
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returns 1 to A as its catch-up term. Let us use the notation Cyg(A) =
1. However, we should take account of the catch-up (or caught-up)
effect by its competitors. This becomes possible by using the Super-
SBM model. Al’s superiority against Bl and C1 is evaluated as 1.6
(=1+3/5), while A2 has 1.1111 (=1+0.3333/3) against B2 and C2.
Apparently, A reduces its superiority in the period 2. Hence, A’s catch-
up effect is given by 1.1111/1.6= 0.6944 which is less than 1. Thus, we
have Cpew(A) = 0.6944.

As to the frontier shift of DMU A, it is given by
S(X,Y)L AL (X, V) A2)]Y
§((X,Y)% A1)~ 8((X,Y)?, A2)

The traditional method evaluates each element as follows:

S((X, V)AL =1 6((X,Y)!,A2) = 5/3
0((X,Y)?, A1) =38/5 §((X,Y)? A2) =1

Hence we have Fyu(A) = 5/3 = 1.6667. However, our Super-SBM
evaluates them as follows:

S((X,Y), A1) =8/5 6((X,Y)!,A2) =5/3

S{((X,Y)?, A1) =3/5 6((X,Y)? A2) = 3.3333/3
Thus, it turns out Fre,(A) = 2. The difference is caused by the “ex-
clusive” evaluation policy employed, in that we always measure the
distance from the “exclusive” frontiers. This results in the differences
in the terms §((X,Y)?}, A1) and 8((X,Y)? A2). In total we have the

Malmquist index of A:
Mogd(A) = ColdXFold(A) = 1x1.6667 = 1.6667
Miew(A) = Crew X Frew(A) = 06944 x2 = 1.3889

As can be seen, A lost superiority over B and C, while its frontier still
holds a high score due to its performance in period 1. The new scheme

devalues A more than the old one does.
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4.3 Continuos-smooth or Discrete?

There is another misunderstanding; that the slacks phenomenon may reflect
basic mis-specification of the production function and should therefore at
best be ignored. (Refer to discussions in Forsund (1998) for example.) This
assertion stems from the continuous-smooth production frontier assumption
in which case there occur no slacks in the radial measurements. However, as
we pointed out in Section 4.1, slacks have their own right, even in the case of
smooth and continuos frontiers. Moreover, most actual data sets are discrete

and hence we are obliged to deal with slacks.

5 Extensions

In this section we extend our results to the output-oriented case and to other

types of returns to scale, i.e., variable, increasing and decreasing.

5.1 Output-oriented Malmquist Index

The output-oriented SBM and super SBM models are represented by the

following programs. In this case we assume ¥ > O and y, > 0.

1

SBM-O] 0o = min po = ey (20)
subject to ¢, = XA+ s~
y, = YA—sT
A > 08>0 8">0.
x ; 1
[SuperSBM-O] 5 = mindp = (21)

1-1%2 st /1o
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subject to  x, > XA
Y, <YA+st
A>0, st>0.

The distance §((X,Y)%, (z,, y,)%) between (z,, y,)? and 6(X, Y ) is deter-
mined in the same way as in the input-oriented case by replacing the roles
of [SBM-I] and [SuperSBM-I] by [SBM-O] and [SuperSBM-O], respectively.
Utilizing these distances we define the output-oriented Malmquist index by
the formula (16).

Similarly to the input-oriented case, we have the following corollaries.

Corollary 1 (i) p}, increases in any decrease in x, as long as [SBM-O] is

feasible, and (ii) 0} increases in any decrease in .

Corollary 2 (i) p}, increases in any increase in y, as long as [SBM-O] is
feasible, and (ii) 6% increases in any increase in y,.
5.2 Extensions to Variable Returns to Scale

So far we have observed the Malmquist index under the constant returns-
to-scale assumption. We can extend our results to other returns-to-scale

environments as follows.

5.2.1 Variable Returns to Scale

We add the constraint below to the corresponding programs.
d>oA=1 (22)
i

In this case, it may occur that both [SBM] and [SuperSBM)] have no feasible

solution in both input and output orientations. One solution for avoiding
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this difficulty might be to assign 1 to the distance, since we have no means

to evaluate the DMU within the evaluator.

5.2.2 Increasing Returns to Scale

The additional constraint is
YA (29)
J

It is to be noted that, in this case, [SuperSBM-I] is always feasible, while
[SuperSBM-O| may have no solution.

5.2.3 Decreasing Returns to Scale

The additional constraint is
d>oA <L (24)
J

In this case, [SuperSBM-O] is always feasible, while [SuperSBM-I] may have

no solution.

6 Concluding Remarks

This paper has proposed a new Malmquist productivity index using the
slacks-based and non-radial measure of efficiency. Although we focused our
discussion mainly on the motivation of our study and the methodology em-
ployed, further theoretical analysis on the properties of this new index will be
required. Also, we need empirical case studies using real world data. These

are future research subjects.
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Appendix A: Proof of Theorem 4
Proof of (i): Let us perturb 2, to z, — Az (> Q) with Az > 0. The SBM-I
for (z, — Az, y,) is described as:

[SBM-I(Az)] pj(Az) = min pr(Az)=1- %i s; [ (Zio — Az;)

=1

XA+s™
Yo YA-st
A >0 s >0 5T>0.

subject to =, — Az

Il

Let an optimal solution of [SBM-I(Az)] be (A*,s7*,s™). Then (A*,s™ +
Az, st*) is feasible for [SBM-I]|. Hence we have

m

1 * 1 i —% *
pr<1-— HZ(S; + Az) [z <1 — EZS«; /(@0 — Az;) = pi(Az).

=1 =1
The last inequality holds, since we have
57" + Axz;) s; " _ Azi(XA);

= >0,
Tio (T30 — A:E,,) Tio(Tio — Dzy)

and strict inequality holds if Az; > 0 for some 1.
Proof of (ii): For the same perturbation as (i), the SuperSBM-I for (z,—Ax)

is described as:

[SuperSBM-I(Az)]  6j(Az) = mind;(Az) =1+ %isi‘/(xio — Az;)
subject to x, — Az > XA — s~ -
Yo YA
A>0, s >0.
Let an optimal solution of [SuperSBM-I(Az)] be (A*, s7*). Then, (A", s7*)
is also feasible for [SuperSBM-I] and hence it holds

1 & 1z
& < 1—:—523{*/:1:,-0 < 1+—TEZS{*/(a:io—Aa:i) = §}(Az).

=1 i=1
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If both s;7* > 0 and Az; > 0 hold for some %, we have
87 < 6j(Ax).

This concludes the proof of Theorem 4.
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